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1. Introduction

The martian polar regions have layered deposits of ice and dust. The stratigraphy of these deposits is exposed within scarps and trough walls and is thought to have formed due to climate variations in the past. Insolation has varied significantly over time and caused dramatic changes in climate, but it has remained unclear whether insolation variations could be linked to the stratigraphic record. We present a model of layer formation based on physical processes that expresses polar deposition rates of ice and dust in terms of insolation. In this model, layer formation is controlled by the insolation record, and dust-rich layers form by two mechanisms: (1) increased summer sublimation during high obliquity, and (2) variations in the polar deposition of dust modulated by obliquity variations. The model is simple, yet physically plausible, and allows for investigations of the climate control of the polar layered deposits (PLD). We compare the model stratigraphy to a stratigraphic column obtained from the north polar layered deposits (NPLD) (Fishbaugh, K.E., Hvidberg, C.S., Byrne, S., Russel, P.S., Herkenhoff, K.E., Winstrup, M., Kirk, R. [2010a], Geophys. Res. Lett., 37, L07201) and show that the model can be tuned to reproduce complex layer sequences. The comparison with observations cannot uniquely constrain the PLD chronology, and it is limited by our interpretation of the observed stratigraphic column as a proxy for NPLD composition. We identified, however, a set of parameters that provides a chronology of the NPLD tied to the insolation record and consistently explains layer formation in accordance with observations of NPLD stratigraphy. This model dates the top 500 m of the NPLD back to ~1 million years with an average net deposition rate of ice and dust of 0.55 mm a⁻¹. The model stratigraphy contains a quasi-periodic ~30 m cycle, similar to a previously suggested cycle in brightness profiles from the NPLD (Laskar, J., Levrard, B., Mustard, F. [2002], Nature, 419, 375–377; Milkovich, S., Head, J.W. [2005], J. Geophys. Res. 110), but here related to half of the obliquity cycles of 120 and 99 kyr and resulting from a combination of the two layer formation mechanisms. Further investigations of the non-linear insolation control of PLD formation should consider data from other geographical locations and include radar data and other stratigraphic datasets that can constrain the composition and stratigraphy of the NPLD layers.
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1. Introduction

The martian poles are covered by polar layered deposits (PLD) of ice and dust. The stratigraphy of these deposits is visible on images from space and has been observed for decades (Murray et al., 1972; Howard et al., 1982; Tanaka, 2005). It is believed that the layers formed due to climate modulated variations in the deposition rates of ice and dust, and that they are the geological expression of insolation variations on Mars (Clifford et al., 2000; Fishbaugh et al., 2008).

The obliquity and eccentricity of Mars have varied significantly in the past and caused large variations of insolation in the polar areas. Several studies have suggested how the quasi-periodic variations of the orbital parameters have affected martian climate over time and discussed how the polar deposition rates of ice and dust may have varied accordingly (Toon et al., 1980; Cutts and Lewis, 1982; Laskar et al., 2002; Levrad et al., 2007; Newman et al., 2005). However, while the insolation influence of climate and depositional processes appears inevitable, it has remained unclear whether the climate signal recorded in the stratigraphy can be interpreted and linked to variations of insolation.

We present here a new model of layer formation based on physical processes that expresses polar deposition rates of ice and dust in terms of insolation. We compare the model stratigraphy to a recently published quantitative stratigraphic column from the north polar layered deposits (NPLD) (Fishbaugh et al., 2010a), and determine model parameters by matching the model stratigraphy to the
observations. We discuss the limitations of the comparison, and propose further work to investigate the climate control of the PLD stratigraphy on Mars.

2. Background

During the last decades, knowledge of the martian polar layered deposits has increased significantly. Space missions to Mars have mapped the PLD and their stratigraphy, and investigated their composition. The NPLD form a several km thick dome over the North Pole that extends over hundreds of km with a maximum thickness above 2 km near the pole and gradual thinning towards the margins (Phillips et al., 2008). They consist mainly of water ice with less than 5% dust (Grima et al., 2009). The bright surface layers on the residual ice cap are very smooth and among the youngest on Mars and current resurfacing rates suggest recent or ongoing deposition with deposition rates in the order of mm/yr (Banks et al., 2010).

A system of spiraling troughs cut into the bright surfaces of the NPLD and reveal extensive layering on the equator-facing trough walls (Fig. 1). Layers have been followed in scarps over hundreds of km (Malin and Edgett, 2001), and sequences of visible layers have been correlated between trough walls (Fishbaugh and Hvidberg, 2006). Radar surveys have mapped the internal structure of the NPLD, and show that radar layers are laterally continuous and extend across the NPLD (Phillips et al., 2008). A recent study suggests that the spiral troughs have been present during the build-up of the upper 500–700 m of the NPLD (Smith and Holt, 2010). The internal structure near troughs suggests that deposition has been draping north-facing and horizontal slopes while sublimation has been eroding south-facing slopes, resulting in a northward constructional trough migration that reveals the layer structure contemporaneously with buildup of layers (Howard et al., 1982; Smith and Holt, 2010).

Before searching for a climate signal in the stratigraphic record, it must be justified that the stratigraphy is likely to be controlled by the global climate on Mars, and is not a result of local or random processes. The continuous internal layering that extends across the NPLD as well as the upper layers whose stratigraphy is correlated between trough walls, suggest that the stratigraphy results from large scale atmospheric deposition. Even though the troughs cut through the upper ~500 m in the interior main part of the NPLD, the stratigraphy is preserved and layer thickness at the pole–ward side of the troughs appears unaffected (Smith and Holt, 2010). The overall shape of the NPLD has been largely explained by a sublimation model controlled by latitude-dependent insolation, suggesting that the overall buildup of the NPLD is controlled by insolation (Ivanov and Muhleman, 2000).

In the past, orbital and axial parameters of Mars have varied significantly and caused dramatic changes in insolation. The variation of orbital and axial parameters of Mars has been reliably calculated back to 10 million years ago (Ma) (Laskar et al., 2004). The most important features related to the polar insolation are the periodic oscillations of obliquity with a 120 thousand year (kyr) period, and the shift in average obliquity that occurred at about 5 Ma (Fig. 2). The precession cycle of about 51 kyr, and eccentricity cycles of 95–99 kyr and 2.4 Myr also influence the insolation record. Before 10 Ma, uncertainties lead to a chaotic behavior of the obliquity calculation, but studies suggest that the average obliquity over 5 Gyr was 35–40°, i.e. higher than the present value of 25.2° (Laskar et al., 2004).

Insolation variations at the North Pole must have influenced the evolution of the NPLD. Climate models have estimated that polar ice becomes unstable above a critical obliquity of 35–40° (Levrard et al., 2007). This study proposed that the NPLD formed after the obliquity shift at 5 Ma from a previously higher level with obliquity maxima of >45°. On the other hand, it has been proposed that dust lags at the surface of the NPLD could have protected it against erosion during high-obliquity periods, and the NPLD could be much older (Levrard et al., 2007; Tanaka et al., 2008). Unfortunately, the initial build-up of the NPLD is poorly constrained by geological data. The NPLD has formed above terrain dating back to 3–1 Ga, and subsequent ice-rich deposits are smooth due to deposition and sublimation processes making it impossible to determine their age from crater densities (Tanaka et al., 2008).

It has been very difficult to decipher the climate record from the stratigraphy of the martian polar layered deposits. Cutts and Lewis (1982) proposed physical models of deposition of ice and dust and simulated polar layer formation controlled by insolation, but the resolution of Viking images was not sufficient to test the model. Several studies have searched for periodic signals in visual brightness records obtained from Mars Orbiter Camera (MOC) images. Laskar et al. (2002) identified two frequencies in a visual brightness profile and related them to the precession and obliquity cycles. A characteristic cycle of ~30 m was identified in 27 images of troughs across the NPLD (Milkovich and Head, 2005; Milkovich et al., 2008), and attributed to the precession cycle. A later analysis of visual brightness profiles found no significant cycles at similar wavelengths, but identified quasi-periodic cycles of ~1.6 m within thinner layers (Perron and Huybers, 2009). Analyses of High Resolution Imaging Experiment (HiRISE) images have revealed that the visual appearance of layers is partially masked by a younger coating of dust and ice, suggesting that the relation between the visual brightness of layers and their internal composition is not simple (Herkenhoff et al., 2007; Fishbaugh et al., 2010b). Internal radar reflection layers are related to variations in dielectric properties within the NPLD, and thought to be dust rich (Phillips et al., 2008). The internal radar layers were proposed to relate to obliquity cycles, and their structure has been suggested to support a ~5 Myr age of the NPLD, but it is not clear what climate conditions favor formation of such layers (Phillips et al., 2008; Putzig et al., 2009).

Cutts and Lewis (1982) described how the challenge in decoding the climate signal of the martian polar layers is similar to the
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Fig. 1. Image mosaic showing (a) the NPLD and zooming in on (b) the polar trough and (c) visible layers considered in this work. (a and b) Portion of a MOC image (NASA/JPL/Malin Space Science Systems). (c) HiRISE image PSP_001738_2670 (NASA/JPL/University of Arizona). The white frame in (c) indicates the outline of the portion shown in Fig. 3. The image shows some local disturbance of the stratigraphy where the trough curves, but not affecting the stratigraphy in the white frame considered in this work.
first attempts to demonstrate the astronomical climate theory for Earth: On Earth, variations in the orbital and axial parameters are on the order of $2^{\circ}$ and much smaller than those on Mars, yet the terrestrial ice ages, with continental-scale ice sheets forming and retreating in the Northern Hemisphere, have been linked to astronomical forcing of climate on Earth (Hays et al., 1976). The relation for Earth was demonstrated in sediment records obtained from deep ocean cores and relied on two factors: (1) the timescale of the record was established with adequate accuracy, and (2) a chemical constituent of the sediment core (stable oxygen isotope ratio) could be directly related to temperature and ice sheet volume, thus establishing the link between the climate forcing and the sediment record.

Since no independent timescale of the NPLD formation is available, we will expand on ideas originally proposed by Cutts and Lewis (1982) by developing a more general model that considers variations of both ice and dust deposition rates controlled by insolation, and comparing the resulting record of ice and dust composition with present observations of NPLD stratigraphy.

3. Stratigraphic data

Images from the HiRISE instrument now document the stratigraphy of the NPLD in very high resolution (~30 cm/pixel) (Herkenhoff et al., 2007). The images show a complex stratigraphy of dark and bright layers with thicknesses ranging from scales of 0.1–10 m.

3.1. A stratigraphic column

In this work, we use a high-resolution measured stratigraphic column from a trough at 87.1°N, 92.6°E, constructed from a stereo pair of HiRISE images PSP_001738_2670 and PSP_001871_2670 (Fishbaugh et al., 2010a). The stratigraphic column is divided into marker beds, sections of thin layers, and undifferentiated sections. Layer types are identified due to their morphology, and layer boundaries were measured on a digital elevation model (DEM) constructed from the stereo pair (Fishbaugh et al., 2010a).

Marker beds are prominent, erosionally resistant layers with a distinctive visual morphology. They have hummocky layer edges and pitting at their surfaces, and they often appear dark (Fishbaugh et al., 2010a).Thin layers are also erosionally resistant and occur in sections with multiple thin layers separated by less-resistant layers. Thin layers protrude from other layers and are relatively smooth (Fishbaugh et al., 2010a). Fig. 3 shows images and a shaded relief map of the trough wall with indications of marker beds and sections of thin layers.

The dataset consists of elevations of marker bed boundaries and elevations of thin layers (Fishbaugh et al., 2010a) (Fig. 4). Morphological layer boundaries were marked using the stereo pair and a shaded relief map constructed from the DEM (Fishbaugh et al., 2010a). Elevations of these layer boundaries were measured on the DEM. Layer boundaries are marked by major slope breaks in topographic profiles (Fishbaugh et al., 2010b), and the elevation of each boundary was obtained from an average of measurements over ~100 m along the layer boundary (Fishbaugh et al., 2010a). The thickness of marker beds could be resolved on the DEM, but only the elevation of thin layers was measured due to resolution limits.

The marker beds were proposed to be the geologic expression of the ~30 m cycle in brightness profiles (Milkovich and Head, 2005), and the separation distance between thin layers matched the ~1.6 m cycle (Perron and Huybers, 2009), but the analysis showed no simple cyclic layering within the stratigraphic column (Fishbaugh et al., 2010a).

3.2. A climate proxy interpreted from the stratigraphic column

The stratigraphic column provides a record of layers identified due to their erosional resistance, but it is not evident how it can be interpreted as a climate proxy. Erosional resistance may depend both on internal layer properties, such as density and composition of ice and dust, and on conditions at the exposed layer surface. The

Fig. 2. Obliquity, eccentricity and insolation at the North Pole at summer solstice. (a–c) Over 10 Myr. (d–f) Over 2 Myr (Laskar et al., 2004).
Sequences of marker beds have been correlated between troughs (Fishbaugh and Hvidberg, 2006), and their characteristics must therefore to some extent relate to internal layer properties. We consider here how erosional resistance of layers could relate to their dust content.

Studies of Icelandic glaciers have shown that small concentrations of volcanic ash on a glacier surface may enhance ablation rates due to lower albedo, while a thick layer of ash may have the opposite effect and protect the underlying ice from ablation (Kirkbride and Dugmore, 2003), and a similar mechanism has been proposed for Mars (Head et al., 2003). Sublimation from a dust-rich layer would release dust at the surface, and if not removed by wind and other surface processes, dust may build up and slow down further sublimation. High dust content could also affect the erosional resistance in another way: during formation at the surface, a dusty surface absorbs more solar radiation than bright surfaces due to lower albedo, and thus becomes warmer in direct sunlight, which could affect the resulting density and consolidation of the layer. A similar effect is known from studies at terrestrial glaciers, where the densification of surface snow depends on temperature (Arthern et al., 2010). When later exposed in a trough wall, densely packed layers are more erosionally resistant than other layers.

The hummocky and pitted texture of marker beds could suggest that these layers are dust-rich, with the erosional resistance being due to very limited ice content, and/or to dust released at the surface and slowing further sublimation. The thin layers could be dust-rich layers that are densely packed due to increased surface temperatures during their formation as described above. Alternatively, their relative smoothness could indicate that they contain less dust than surrounding layers. In any case, the clear topographic distinction of fine layers suggests that there is a significant variation of dust content within the sections with fine layers.
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The hummocky and pitted texture of marker beds could suggest that these layers are dust-rich, with the erosional resistance being due to very limited ice content, and/or to dust released at the surface and slowing further sublimation. The thin layers could be dust-rich layers that are densely packed due to increased surface temperatures during their formation as described above. Alternatively, their relative smoothness could indicate that they contain less dust than surrounding layers. In any case, the clear topographic distinction of fine layers suggests that there is a significant variation of dust content within the sections with fine layers.

化学组成和粒径分布的尘埃可能同样重要。序列的标志层之间可能存在相关性（Fishbaugh和Hvidberg, 2006），因此其特性在一定程度上必须与内部层的性质相关。我们考虑层的侵蚀抵抗如何与尘埃含量有关。

冰岛冰川的研究显示，当火山灰在冰川表面时，由于降低的反照率，可能增加冰川的消融速率。而厚层火山灰可能产生相反的效果，保护下层的冰免于消融（Kirkbride和Dugmore, 2003），类似机制对于火星也已提出（Head等，2003）。从尘埃丰富的层中蒸发会释放尘埃到表面，如果不被风和其他地表过程移除，尘埃可能会积累并减缓进一步的蒸发。高尘埃含量也可能影响侵蚀抵抗力的另一种方式：在表面形成时，多尘的表面吸收更多的太阳辐射比明亮的表面，从而变得更暖，在直射阳光下。这对于冰川表面的密度和凝固层有影响（Arthern等，2010）。当后暴露在沟壑壁时，紧密堆积的层更抗侵蚀，而其他层则不然。

堆状和凹凸不平的纹理表明这些层可能是尘埃丰富的，抗侵蚀的抵抗力是由于非常有限的冰含量，和/或尘埃释放到表面并减缓进一步的蒸发。薄层可能是尘埃丰富的层，由于表面温度增加而紧密堆积。相反，它们的相对光滑度表明它们含有比周围层少的尘埃。在任何情况下，清晰的地形区分细层表明存在细层之间的显著尘埃含量变化。

图3a显示了在 stratigraphic record (MB+8) 中存在的所有层，这些层被标记为Fishbaugh et al. (2010a)。图3a中指示的层是低冰沉积率在高倾斜时形成的，以及一个准确的日期。数据集中的数据被标记为Fishbaugh et al. (2010a)。图3b是图3a中指示的层的特写。根据模型（图11）的解释：圆圈表示低冰沉积率形成高倾斜度的层，这些层的日期与观测到的标志层匹配。交叉表示形成时峰尘埃沉积率的区域。图4为从原始工作（Fishbaugh et al. (2010a)）中复制的HiRISE图像PSP_001738_2670（NASA/JPL/University of Arizona）。图3a中指示的层是低冰沉积率在高倾斜时形成的，以及一个准确的日期。
suggests different climate regimes. The interpretation of the record is not directly justified, but critical for its usability to test stratigraphy models, and this will be further discussed below.

4. Climate control of layer formation

We propose a class of climate controlled stratigraphy (CCS) models for formation of the NPLD, where ice and dust are co-deposited, and their respective deposition rates are controlled by climate and vary independently. The net deposition rate at any given time is the sum of ice and dust deposition rates, and the fractional dust content of a layer increment is implied by the respective deposition rates assuming that the layer increment is well mixed.

The concepts of CCS models are illustrated by four simple examples in Fig. 5. Fig. 5a shows an oscillating climate forcing function, Fig. 5b shows four simple examples of climate controlled ice and dust deposition rates, and Fig. 5c shows the four resulting stratigraphies. All four examples have an average dust content of 5% in agreement with observations of the NPLD (Grima et al., 2009). The thickness of a layer increment deposited during a time step \( \Delta t \) is calculated as \((d_{\text{ice}} + d_{\text{dust}}) \Delta t \), where \( d_{\text{ice}} \) and \( d_{\text{dust}} \) are ice and dust deposition rates during the time of deposition, respectively. The layer thickness is thus in average dominated by the ice deposition rate, as ice is the major constituent, but during time with little or no ice deposition, the resulting layer thickness is dominated by dust deposition rate and thinner layer results. Only in models with temporally uniform ice deposition, the timescale is linearly related to depth (example I). The fractional dust content of a layer increment is calculated as \( d_{\text{dust}}/(d_{\text{ice}} + d_{\text{dust}}) \), and thus depends linearly on the dust deposition rate, but inversely on the ice deposition rate.

Examples I and II illustrate how variations in ice and dust deposition rates cause different characteristics of the resulting high-dust-fraction layers: Oscillations with amplitudes of 85% of the average ice and dust deposition rates, respectively, result in peak dust fractions of \( \sim 35\% \) and \( \sim 10\% \), respectively, and high-dust-fraction layers are broad and gradual in example I, and thin and well-defined in example II, respectively. Example III is similar to example II, but here ice deposition rate changes abruptly between a high and a low deposition rate mode when the climate forcing function reaches a threshold value. In the resulting stratigraphy, the high-dust-fraction peaks represent a similar period of time as the lower background level layers between them. Example IV combines examples I and III, and let both ice and dust deposition rates vary, but now with dust deposition rate oscillating in anti-phase with the climate forcing function. The resulting stratigraphy consists of a pattern of broad and thin layers with varying dust content, and illustrates how even a simple climate forcing of ice and dust deposition rates can result in layers of different characteristics and thickness.

The model can create dust lags during times of no ice deposition or even removal of ice, corresponding in the model to \( d_{\text{ice}} = 0 \) or \( d_{\text{ice}} < 0 \), respectively (not illustrated in Fig. 5). If \( d_{\text{ice}} < 0 \), ice from previous time steps is removed, while dust from previous time steps remains.
steps remains at the surface and add to the dust deposition at the current time step, to form a dust lag with a fractional dust content of 1.

In this simple model, the fractional dust content is a key property of the stratigraphic record needed to demonstrate the insolation control of martian climate. Fractional dust content is related to climate through climate controlled deposition rates of ice and dust, which also provides the thickness and timescale of the record. To compare the CCS models with observations, we need to derive observable parameters from the model stratigraphy. Some stratigraphic datasets identify individual layers, e.g. the stratigraphic column or radar data. The most significant layers in CCS models are the high-dust fraction peaks (Fig. 5). As a simple first approach, we will assume that model marker beds, i.e. topographically distinct layers, form when the fractional dust content resulting from the CCS model exceeds a certain threshold value. This approach produces a set of model marker beds that can be compared directly to observations assuming that the observed marker beds are dust-rich. It also allows us to distinguish between marker beds formed by low-ice-deposition rates and marker beds formed by high-dust-deposition rates. The threshold for forming layers is not known a priori, but is determined to obtain the best fit between model and data.

5. A physical model of layer buildup

It is now known that the main component of the NPLD is water ice. The bulk dust content is <5% (Grima et al., 2009), but individual layers may contain more dust (Phillips et al., 2008). Different mechanisms for creating layers with higher dust content have been suggested, including formation of dust lags during periods of no ice deposition, or by variations in dust content during ice accumulation (Putzig et al., 2009).

The premise in our work is that layers may have formed by both mechanisms: (1) Water vapor sublimes from the NPLD surface during summer, and precipitates out of the atmosphere during winter. At high obliquity, summer sublimation increases and reduces the net deposition rate or may even remove previously deposited layers, resulting in dust rich deposits. (2) Dust deposition at the NPLD is the result of dust lifting primarily at low latitudes, atmospheric transport and deposition processes. The processes are not fully understood, but atmospheric models suggest that dust raising and transport depend on obliquity, resulting in variations of the polar dust deposition rate.

Our objective here is to express net deposition rates of ice and dust in terms of insolation parameters using the simplest possible expressions that still contain the imprint of insolation cycles on the controlling physical processes. For simplicity, we consider ice and dust deposition independently, and on timescales relevant to insolation cycles (∼10^3 years) we assume that ice and dust co-deposit to form a well-mixed layer increment.

5.1. Ice deposition model

The net annual deposition rate of ice at the North Pole is the result of ice accumulation and ablation processes during the year. It varies significantly over time due to the strong effect of temperature on sublimation rate (Dundas and Byrne, 2010), and climate thus has a direct and strong effect on ablation processes. We assume here that the net annual deposition of ice is the sum of a constant deposition term and a temperature dependent sublimation term.

Sublimation rate depends on \( e_{\text{sat}} - e \), where \( e_{\text{sat}} \) is the saturated water vapor pressure over ice, \( e \) is the partial pressure of water vapor in the atmosphere, and \( e_{\text{sat}} \) is a strong exponential function of temperature \( T \) (Schorghofer and Aharonson, 2005), given by:

\[
e_{\text{sat}}(T) = p_i \exp \left( - \frac{H_{\text{sublim}}}{R} \left( \frac{1}{T} - \frac{1}{T_i} \right) \right)
\]

where \( p_i = 611 \) Pa and \( T_i = 273.16 \) K are the triple point pressure and temperature, respectively, \( H_{\text{sublim}} = 51,058 \) J mol\(^{-1}\) is the molecular heat of sublimation, here assumed constant, and \( R = 8.314 \) J K\(^{-1}\) mol\(^{-1}\) is the universal gas constant.

We calculate monthly (1/12 martian year) averages of the north polar surface temperature \( T_i(t) \), \( i = 1, \ldots, 12 \) over time \( t \) from the insolation record (Laskar et al., 2004) using a local energy balance in its simplest form, \( \sigma \theta^4 = (1 - A)I \), where \( \sigma \) is the Stefan–Boltzmann constant, \( I = I(t) \) is time-dependent insolation, we assume a minimum monthly temperature of 150 K and a constant albedo \( A \) of 0.4 close to present day values (Byrne et al., 2008), and we neglect other effects from thermal inertia, the atmosphere and from CO\(_2\) frost (Fig. 6b).

Saturated water vapor pressure increases by several orders of magnitude during the summer months, and summer sublimation completely dominates the net annual sublimation. We assume that the monthly mean sublimation rates of ice are approximately proportional to \( e_{\text{sat}}(T_i) \), \( i = 1, \ldots, 12 \), implying that the summer sublimation rates dominate, and assuming that \( e \) at any time is negligible compared to the summer value of \( e_{\text{sat}} \). The proportionality factor depends on wind speed and temperature, but is here assumed constant over time.

We thus express the net annual deposition of ice as a sum of a constant deposition and the monthly mean sublimation rates,

\[
d_{\text{ice}}(t) = C_1 + C_2 \sum_{i=1}^{12} e_{\text{sat}}(T_i(t)) = C_1 + C_2 f(t)
\]

where \( C_1 \) and \( C_2 \) are constants, and \( f \) is a function of time \( t \). In order to distinguish between influence from the climate forcing function and other factors, we rearrange the expression to

\[
d_{\text{ice}}(t) = D_{\text{ice}}(1 + A_{\text{ice}} \cdot F_{\text{ice}}(t))
\]

where \( D_{\text{ice}} \) is the average annual net deposition rate over the last 1 Myr, \( A_{\text{ice}} \) is a dimensionless parameter that determines the importance of sublimation, and \( F_{\text{ice}}(t) \) is a dimensionless function of time \( t \) that varies between −1 and 1 with an average of 0 over the last 1 Myr, and expresses the climate controlled part of ice sublimation. It is calculated by

\[
F_{\text{ice}}(t) = \frac{1}{|A'_{\text{max}}|}(f(t) - f_0)
\]

where \( f(t) \) is the average of \( f(t) \) over the last 1 Myr, and \( |A'_{\text{max}}| \) is the maximum deviation of \( f(t) \) from the average during the last 1 Myr. Due to the non-linear dependence of ice deposition on temperature, \( F_{\text{ice}}(t) \) resembles the step ice deposition function in example III of Fig. 5, with basically constant high deposition rate during low obliquity and dropping to a lower level during high obliquity (Fig. 6d).

5.2. Dust deposition model

The net deposition of dust at the North Pole is the combined result of dust uplift, transport and deposition and involves global scale processes. Atmospheric circulation models have examined dust activity during different orbital conditions, and concluded that obliquity variations have the strongest impact because they affect the meridional temperature gradient, hence both the dust lifting potential and atmospheric transport (Haberle et al., 2003; Newman et al., 2005). However, dust processes, and particularly the role of dust devils, are not yet fully understood on long timescales. At present, dust storms are common near perihelion (northern winter), but during northern winter, CO\(_2\) precipitates
out of the atmosphere and removes remaining water ice and dust from the north polar atmosphere (Smith, 2002).

Because of the CO$_2$ seasonal cycle, we propose that summer conditions are controlling the polar deposition of dust on long timescales. We investigate the effect of insolation forcing by assuming that the annual net deposition of dust is proportional to the monthly mean meridional temperature gradient at North Polar summer solstice, which is essentially an obliquity signal. We write the net annual dust deposition rate as

$$d_{\text{dust}}(t) = C_3 + C_4 \Delta T(t) = C_3 + C_4 g(t)$$  \hspace{1cm} (5)$$

where $C_3$ and $C_4$ are constants, $g(t) = \Delta T(t) = T_{NP} - T_{EQ}$ is the monthly average temperature difference between the North Pole and the Equator in the month with maximum average North Polar temperature, and $t$ is time. We calculate monthly (1/12 martian year) averages of temperatures at the North Pole and at the Equator using a local energy balance as described above in Section 5.1, assuming a constant albedo of 0.4 at the North Pole and 0.15 at the Equator, respectively, close to present day values (Byrne et al., 2008) (Fig. 6b and c). As above, we rearrange the expression to

$$d_{\text{dust}}(t) = D_{\text{dust}}(1 + A_{\text{dust}} : F_{\text{dust}}(t))$$  \hspace{1cm} (6)$$

where $D_{\text{dust}}$ is the average annual deposition rate of dust over the last 1 Myr that can be derived from $D_{\text{ice}}$ and the average fractional dust content $X$, which is given by $X = D_{\text{dust}} / (D_{\text{dust}} + D_{\text{ice}})$, i.e. $D_{\text{dust}} = X(1 - X) D_{\text{ice}}$. $A_{\text{dust}}$ is a dimensionless parameter that determines the importance of the insolation forcing, and $F_{\text{dust}}(t)$ is a dimensionless function of time that varies between 1 and 1 with an average of 0 over the last 1 Myr, and expresses the climate controlled part of dust deposition. It is given by

$$F_{\text{dust}}(t) = \frac{1}{|A_{\text{dust}}|_{\text{max}}(g(t) - \langle g \rangle)}$$  \hspace{1cm} (7)$$

where $\langle g \rangle$ is the average of $g(t)$ over the last 1 Myr, and $|A_{\text{dust}}|_{\text{max}}$ is the maximum deviation of $g(t)$ from the average during the last 1 Myr. Due to the essentially linear forcing of dust deposition by obliquity, $F_{\text{dust}}(t)$ resembles the simple oscillating dust deposition functions in examples I or IV of Fig. 5, with the sign of the forcing to be discussed below in Section 8.

### 6. Comparing the model to the stratigraphic column

We have now derived simplified time-dependent expressions of insolation controlled ice and dust deposition rate. The time dependency is expressed by the climate forcing functions $F_{\text{ice}}(t)$ and $F_{\text{dust}}(t)$, for ice and dust deposition, respectively. A set of only four free model parameters, $D_{\text{ice}}, A_{\text{ice}}, A_{\text{dust}}, X$, is needed to model the stratigraphy and accumulated layer thickness as a function of time from an initial time in the past according to the CCS model scheme explained in Section 4.

In order to compare the resulting model stratigraphy against the observed stratigraphic column, we must in addition determine a dust fraction threshold $B$ for layer formation (see Section 4) and the elevation offset $\delta$ between the top of the model record relative to the top of the stratigraphic column, because it does not extend to present day (Section 3.2). We thus have a set of six free parameters, $D_{\text{ice}}, A_{\text{ice}}, A_{\text{dust}}, X, B, \delta$, to be determined, and we search for the set of parameters that provides the best matching model record to the observed stratigraphic column. 
6.1. Search criterion

We need an objective search criterion that takes into account possible discrepancies between the model and the observations. Such discrepancies could arise from several effects: (1) the model neglects variability on cycles shorter than orbital cycles, and this could lead to more observed layers than predicted by our model, (2) layers can only be resolved within the resolution of the observed record, and this could lead to thinner layers being absent from the observed record or two layers could appear in the observed record as one merged layer, and (3) random processes or other processes in the climate system could alter the layer formation processes and lead to layers that are too thin or eroded to classify as a marker bed in the observed record.

We formulate a set of criteria that a matching model record should meet. First, the depths of matched modelled and observed layers should fit. Second, the whole sequence of broad and narrow layers should fit, i.e. the modelled and observed layers should overlap with each other, while taking into account that a broad layer in one record could be matched to several narrow layers in the other record as described above. We formulate this as a misfit function \( J \) to be minimized:

\[
J = 1 \frac{1}{N} \sum_{k=1}^{N} (d_k - D_k)^2 + \sum_{j=1}^{I} \left( \frac{1}{2} l_{j0} (e_j - E_j)^2 \cdot e_j + \frac{1}{2} l_{j1} (e_j - E_j)^2 \cdot e_j \right) .
\]  

(8)

The first term compares the depths of observed layers to the nearest observed model layer by a least square method. \( N \) is the number of observed layers, \( d_k \) and \( D_k \) are modelled and observed layer depths of matching layers, respectively, for the \( k \)th observed layer, and \( s \) is a normalization length. The second term maximizes the overlap between observed layers and model layers over time. The comparison is done over time in order to have equal weight on layers resulting from low ice deposition rates and from high dust deposition. If compared over depth, long periods of no or low ice deposition would not be taken into account. \( T \) is the number of time steps considered, \( e_j \) and \( E_j \) indicates whether the modelled and observed record, respectively, has a layer at the \( j \)th time step (no layer = 0, layer = 1), and \( l_{j0} \) and \( l_{j1} \) is the number of time steps with a layer for the modelled and observed record, respectively.

The second term in the misfit function secures the spacing and thicknesses of layers, and allows broad layers to be matched with several thinner layers, but layer depths are not directly constrained. The first term in the misfit function secures the depths of layers. It generally points to low average net deposition rates, because more densely spaced layers generally provide a better fit. There is no penalty for results with too many model layers, in order to take into account that layers may be missing from the observed record as mentioned above, but thereby limiting the ability to distinguish a good fit. The purpose of using this misfit criterion is to be sure not to exclude a possible good fit due to missing layers in the observed record. The misfit function \( J \) is discontinuous over the parameter space because discrete sets of layers are compared.

6.2. Constraining the search

The key parameter of the model stratigraphy is the average deposition rate of ice, \( D_{ice} \), because it controls the rate of NPLD build-up over time. There are only few independent constraints from previous work. Recent crater filling rates provide a maximum constraint of \( 5 \) mm a\(^{-1} \) over the past 10–20 kyr (Banks et al., 2010), but may not be representative over long timescales. Assuming that the NPLD has been building up over \( \sim 5 \) Myr, as suggested by climate models forced by the insolation record (Levrad et al., 2007), to the observed thickness of \( \sim 2200 \) m (Phillips et al., 2008), suggests a 5 Myr average net deposition rate of \( \sim 0.5 \) mm a\(^{-1} \). It has been proposed that the NPLD is much older than 5 Myr (Tanaka et al., 2008), and that fine layers corresponds to the obliquity cycle, but our search is limited by the length of the reliably calculated insolation record (Laskar et al., 2004) used to force our model. Since we cannot test this possibility, we focus our search on testing deposition rates that are in agreement with the proposed 5 Myr age of the NPLD. We constrain the search of \( D_{ice} \) to be within 0.18 mm a\(^{-1} \) and 1.8 mm a\(^{-1} \), i.e. within a factor of 3 of the 5 Myr long-term average net deposition rate (only search results between 0.18 mm a\(^{-1} \) and 0.68 mm a\(^{-1} \) are shown).

An average net deposition rate of <0.18 mm a\(^{-1} \) would imply that top 500 m covered by the stratigraphic column formed in >2.8 Myr. Thus average deposition rates would have been much higher before 2.8 Ma, which seems unlikely given that the polar insolation was generally higher between 5 Ma and 2.8 Ma compared to between 2.8 Ma and present (Fig. 2). An average net deposition rate of >1.8 mm a\(^{-1} \) would imply that the visible layers could have built up in <250 kyr, but then insolation cycles would not be important for layer formation, and our model would not be relevant. The range of \( D_{ice} \) covers the 0.5 mm a\(^{-1} \) proposed by Laskar et al. (2002) from analysis of a brightness profile from the NPLD.

The two parameters \( A_{ice} \) and \( A_{dust} \) determining the climate controlled part of deposition rates represent average effects of physical processes that are second order compared to the sublimation physics for ice deposition and the meridional temperature gradient for dust deposition, respectively. According to sublimation physics, \( A_{ice} \) must be negative, because high sublimation rates occur at high obliquity. We constrain the search of \( A_{ice} \) to be within –3 and +1. The minimum constraint of –3 would result in loss of more than 15 meters of ice during each of the two highest obliquity maxima within the last 1 Myr and would create a dust-rich sublimation lag deposit that could limit further sublimation of ice. Positive values are considered to test the validity and robustness of the sublimation physics above (only search results between –2 and 0 are shown). We constrain the search of \( A_{dust} \) to be between –1 and 1, in order to have deposition rate of dust > 0 at all times, but the sign of the forcing is not known.

The average fractional dust content is constrained by radar data to be <5% within the NPLD (Grima et al., 2009). We constrain the search of \( X \) to be within 1% and 7% to allow for some uncertainty. The threshold \( B \) of fractional dust content for marker bed formation is not independent of \( X \), because the model stratigraphy must fit a fixed number of marker beds in the stratigraphic column. Internal radar layers are assumed to be dust rich, and dust content of layers of up to 30% have been considered in order to explain observed radar layers (Phillips et al., 2008). If dust is concentrated in thin dust-rich layers, the dust concentration between layers must be close to or less than the bulk content of the NPLD. The visible record contains more layers than the radar record (Phillips et al., 2008), implying that \( B \) is close to or less than \( X \). We search for \( B \) between 0.4 \( X \) and 1.6 \( X \).

The offset \( \delta \) of the observed stratigraphic column relative to the top of the model record was measured to be 140 m (Section 3.2). We have constrained the search of \( \delta \) to be within 130 m and 150 m in order to take into account possible effects due to variation in net deposition near troughs or changes in trough geometry after the stratigraphic record formed.

7. Results

We search for the set of parameters that provides the best fit to the observed set of layers according to the search criterion and
constraints, and we perform a systematic search among the constrained parameter space. First, we must consider how to include the two types of layers in the stratigraphic column. The model provides not only a stratigraphy to be compared to the stratigraphic column, but also additional information of the formation mechanism of the layers. However, the model does not include shorter cycles than orbital cycles, and with the constraints on ice deposition rate $D_{\text{ice}}$, it cannot reproduce the sets of thin layers.

As a first approach, we only consider the 14 marker beds, neglect the fine layers, and search for the best fit assuming that these layers are dust-rich. As a second approach, we consider all 22 observed layers, including 14 marker beds and 8 sections with thin layers, and search for the best fit assuming that all these layers are dust-rich. In addition to the search criterion, we use the additional information on the observed layer type (marker bed or section of thin layers) and on the modelled layers (the formation mechanism and fractional dust content) to assess the resulting models.

The analysis is done in three steps:

Step 1: We performed two searches within the constrained parameter space using 14 and 22 observed layers, respectively. The two approaches gave almost similar results with three local minima in the misfit function for $D_{\text{ice}}$ around 0.24 mm a$^{-1}$ (model A), 0.42 mm a$^{-1}$ (model B), and 0.52 mm a$^{-1}$ (model C) (Fig. 7 and Table 1). None of these models stand significantly out from other sets of model parameters, suggesting that the misfit criterion is limited in order to allow for possible discrepancies between model and data as discussed above, that our model does not capture some features of the layer characteristics, or the layers do not constrain the model parameters sufficiently. The similar results by the two approaches suggest that including the sections with thin layers do not add more constraints to the model parameters than already contained in the 14 marker beds. Inspection of the three resulting model stratigraphies for models A–C (Fig. 8) shows that they have significantly different characteristics and chronologies. Model C stands out, because it fits low-ice-deposition-rate layers (identified in the figure as narrow layers with a very high dust fraction) systematically and precisely to observed marker beds, while the two other models fit at least one low-ice-deposition layer to an observed section of thin layers. Model C links high-dust-deposition-rate layers to the remaining observed marker beds and sections with fine layers, but the fit does not show a similar systematic pattern. The broad high-dust-deposition layers are linked to several observed layers (see Table 2 and Fig. 10 for a more detailed comparison).

Step 2: We then investigated model C and its ice-deposition-rate component further. We performed a search within the constrained parameter space using the same misfit criterion as in step 1, but considering only the six marker beds linked to low-ice-deposition layers found in step 1. The purpose is to investigate whether these six layer are sufficient to constrain the timescale. We found one minimum for $D_{\text{ice}}$ at 0.52 mm a$^{-1}$ as in step 1, but with a more precise fit to the 6 marker beds, and a lower minima for the misfit than the three models in step 1, A, B and C (Fig. 9 and Table 1). This model has a resulting chronology of layers identical to model C, and $A_{\text{dust}} = 0$, i.e. constant dust deposition. This demonstrates that these six marker beds are sufficient to constrain the timescale within the limitations of our model. The model relates these layers to high obliquity maxima with a well-defined age.

Step 3: We did a high-resolution search using all 22 observed layers around model C to investigate the sensitivity of model parameters and refine the fit by specifically searching for models that fit the 6 marker beds. The preferred set of model
parameters is: $D_{\text{ice}} = 0.53 \text{ mm a}^{-1}$, $A_{\text{ice}} = -1.7$, $A_{\text{dust}} = -0.4$, $X = 3\%$, $B/X = 0.92$, $d = 144 \text{ m}$. The preferred model matches the 22 observed layers according to misfit criterion (Table 1), modelled low-ice-deposition-layers fit 6 observed marker beds within $\pm 1.6 \text{ m}$ (the middle of the layers, Table 2, Fig. 10). It does not uniquely determine the chronology of the stratigraphy, other combinations of parameters near this minimum also match the observed record within the uncertainty and link low-ice-deposition layers to the same set of observed marker beds. The net deposition, however, is similar in all these combinations of parameters. To summarize, the best fit model links six observed marker beds to high-obliquity peaks with a well-defined age (Table 2), it dates the stratigraphic column to extend over time approximately from 990 ka to 200 ka (Table 2, Fig. 10), and it has an average the net deposition rate over this time period of $0.55 \text{ mm a}^{-1}$ in agreement with previous estimates (e.g. Laskar et al., 2002).

In order to compare the model stratigraphy directly with the observed data, we constructed a set of model marker beds. However, the continuous model records that underlie the model marker beds contain additional information about the climate conditions. We compare these continuous model records with the observed stratigraphic record to investigate layer formation mechanisms and climate conditions in the different climate regimes suggested by the observed layers (Fig. 11). The comparison shows that all
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Table 1: Search results.

<table>
<thead>
<tr>
<th>Search</th>
<th>Results $D_{\text{ice}}$ (mm/a)</th>
<th>$A_{\text{ice}}$</th>
<th>$A_{\text{dust}}$</th>
<th>$\rho$ (%)</th>
<th>$B/X$ (%)</th>
<th>$d$ (m)</th>
<th>Misfit $J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 (A)</td>
<td>0.24</td>
<td>-2.0</td>
<td>-0.5</td>
<td>1</td>
<td>0.90</td>
<td>150</td>
<td>0.43</td>
</tr>
<tr>
<td>Step 1 (B)</td>
<td>0.42</td>
<td>-2.0</td>
<td>-0.5</td>
<td>5</td>
<td>0.92</td>
<td>138</td>
<td>0.45</td>
</tr>
<tr>
<td>Step 1 (C)</td>
<td>0.52</td>
<td>-1.5</td>
<td>-0.5</td>
<td>5</td>
<td>0.97</td>
<td>141</td>
<td>0.45</td>
</tr>
<tr>
<td>Step 2</td>
<td>0.52</td>
<td>-0.5</td>
<td>0.0</td>
<td>0</td>
<td>0.99</td>
<td>150</td>
<td>0.39</td>
</tr>
<tr>
<td>Step 3</td>
<td>0.53</td>
<td>-1.7</td>
<td>-0.4</td>
<td>3</td>
<td>0.92</td>
<td>144</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Step 1: We searched for models which fit all 22 observed layers ($D_{\text{ice}}$ between 0.18 and 1.8 mm a$^{-1}$), and found three combinations of parameters: models A, B and C (Figs. 7 and 8).

Step 2: We searched for the best fit to six marker beds appointed by model C to be high-obliquity layers.

Step 3: We performed a high-resolution search near model C and identified the preferred model.
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Fig. 8. Step 1: Resulting model stratigraphies for the three models identified by the search shown in Fig. 7 shown as records of fractional dust, and compared to the observed stratigraphic column: (a) model A with $D_{\text{ice}} = 0.24 \text{ mm a}^{-1}$, (b) model B with $D_{\text{ice}} = 0.42 \text{ mm a}^{-1}$, (c) model C with $D_{\text{ice}} = 0.52 \text{ mm a}^{-1}$, and (d) observed stratigraphic column with marker beds (black) and sections of thin layers (gray). The stratigraphic column is shown on a depth scale with the depth of the top layers of 144 m (best fit to model C).

The vertical lines in (a–c) mark the model threshold for layer formation. The sets of parameters for the three models are listed in Table 1.
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Table 2: Comparison between modelled low-ice-deposition layers and observed marker beds.

<table>
<thead>
<tr>
<th>Preferred model$^a$</th>
<th>Observed$^b$</th>
<th>Depth difference (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (m)</td>
<td>Age (ka)</td>
<td>Depth (m) (±1 m)</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>170.6</td>
<td>274</td>
<td>171.9</td>
</tr>
<tr>
<td>233.2</td>
<td>378</td>
<td>233.0</td>
</tr>
<tr>
<td>293.7</td>
<td>482</td>
<td>293.1</td>
</tr>
<tr>
<td>311.0$^d$</td>
<td>523</td>
<td>368.0</td>
</tr>
<tr>
<td>418.0</td>
<td>740</td>
<td>418.5</td>
</tr>
<tr>
<td>480.4</td>
<td>866</td>
<td>478.8</td>
</tr>
</tbody>
</table>

$^a$ The layers are indicated on the visible stratigraphy in Fig. 1 (white circles).

$^b$ Depth below surface, i.e. the offset $d = 144 \text{ m}$ is added to the observed depths (Fishbaugh et al., 2010a).

$^c$ Provided for the middle of the layer.

$^d$ The layer is not matched with an observed marker bed, but the visible stratigraphy suggests a layer not classified as a marker bed (Fig. 3).
Fig. 9. Step 2: Search results within a constrained range of model parameters showing minimum values of the misfit function $J$ for a fit to 6 selected marker beds for (a) combinations of $D_{\text{ice}}$ and $A_{\text{ice}}$, (b) combinations of $D_{\text{ice}}$ and $A_{\text{dust}}$, (c) combinations of $D_{\text{ice}}$ and $X$, (d) combinations of $D_{\text{ice}}$ and $\delta$, (e) for combinations of $D_{\text{ice}}$ and $B/X$. The grayscale shows values of the misfit function $J$, with minimum values marked by red. We find several local minima as in Fig. 7, but the most significant minimum is now found for $D_{\text{ice}} = 0.52 \text{ mm a}^{-1}$. The set of parameters for this minimum is shown in Table 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Modelled stratigraphy 2 Myr back in time for the preferred set of parameters ($D_{\text{ice}} = 0.53 \text{ mm a}^{-1}, A_{\text{ice}} = 1.7, A_{\text{dust}} = -0.4, B/X = 0.92, X = 3\%$, $\delta = 144 \text{ m}$). (a) Modelled net ice deposition rate. (b) Modelled net dust deposition rate. (c) Modelled fractional dust content with the threshold for layer formation (vertical line) (see the full fractional dust scale between 0 and 1 in Fig. 12c). (d) Modelled marker beds indicated with blue and gray lines, with blue lines indicating low-ice-deposition rate layers formed during high obliquity. (e) Observed stratigraphic column with marker beds (black) and sections with thin layers (gray) plotted on the model depth scale. The model time scale is shown to the right. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
drops in ice deposition rate result in a rise in dust fraction. All dust fraction peaks above ~0.035 are narrow, due to low-ice-deposition rate and matched with an observed marker bed, except the model layer at 311 m depth (discussed below). Variation in dust fraction between the narrow peaks is gradual with broader maxima, and is due to variation in dust content, sometimes also influenced by minor variations ice deposition rate. The broad maxima are matched with one or several observed marker beds and/or sections of thin layers, but the match is not as precise as for the dust fraction peaks, and the model dust fraction between the narrow peaks is missing finer structures present in the observed stratigraphic column.

We mark the observed marker bed formed due to a low-ice-deposition-rate by circles, and the depths of maximum dust deposition rate by crosses (Fig. 11). The sequence of marks emphasize that the layer formation mechanism according to the best fit model alternates between layers formed by low-ice-deposition-rate at high obliquity and layers formed by high-dust-deposition-rate at low obliquity. The marks were transferred to the visual image to illustrate the relation between model records, the stratigraphic record and the visual appearance of layers. Comparison with the visual image provides further information. One modelled low-ice-deposition marker bed (311.0 m depth) is not matched with a marker bed. The visual image shows, however, a distinct, bright layer at a corresponding depth, but the layer is thin and not as regular as the other marker beds (Fig. 3a), and it did not have a measurable topographic relief. The broad model marker bed at 480.4 m depth contains a double peak in dust fraction, but only one marker bed was observed.

8. Discussion

The net deposition rates of ice and dust determined by our model represent the average net deposition rates over >1 kyr timescales and they may differ significantly from current deposition rates. The model predicts a current net accumulation rate over the past 1 kyr to be 0.7 mm a⁻¹, generally consistent with the upper limit of resurfacing rate over the last 10–20 kyr of 3–4 mm a⁻¹ (Banks et al., 2010). The model does include formation of disconformities at periods with no or negative ice deposition (net sublimation). In the model such disconformities result in formation of marker beds. Surface roughness of the NPLD may influence the spatial distribution of deposition and sublimation of ice and dust at a given time. On longer timescales it may potentially lower the resolution of the stratigraphic record by disrupting thin layers that will then appear to be missing from the observed stratigraphy.

The preferred model had a negative $A_{\text{dust}}$, i.e. within the model, dust deposition rate is high at low obliquity (Fig. 6). Dust lifting by wind stress increases with increasing obliquity as the meridional wind circulation strengthens (Haberle et al., 2003; Newman et al., 2005). However, atmospheric circulation models suggest that polar dust deposition rates due to dust devil lifting increase with decreasing obliquity below 25°, and that polar dust deposition at low obliquities may be increasingly due to dust lifted by dust devils (Newman et al., 2005). The modelled high-dust-deposition-rate layers forming at low obliquity could suggest that dust devils have an important role on long time scales.

The modelled high-dust-deposition layers are often broad, they do not match marker beds as accurately as the low-ice-deposition layers, and they are often matched with several marker beds and sections of thin layers (Fig. 10). The additional structure in the stratigraphic column suggests that our dust deposition scheme does identify layers with high dust activity, but it is too simple and does not catch the shorter cycle variations that may be related to dust processes. In the search, we assumed that sections with fine layers were dust-rich. More complicated dust schemes could accommodate alternative interpretations of the sections with fine layers and still provide the same overall chronology.
The record of marker beds resulting from the preferred model, shown in Fig. 10d, has 16–18 model marker beds per 500 m depth, suggesting that the preferred model stratigraphy contains a quasi-periodic cycle of ~30 m wavelength. The model marker beds are resulting from a combination of layers produced by low-ice-deposition-rate at high obliquity and high-dust-deposition-rate at low obliquity, similar to the simple example IV (Fig. 5). The signal corresponds to half of the obliquity cycles of 120 kyr and 99 kyr (Laskar et al., 2004), that influences both ice and dust deposition rates, and not the precession cycle of 51 kyr as previously proposed (Laskar et al., 2002; Milkovich and Head, 2005).

We compare the preferred model to other observations from the NPLD:

- The most significant sublimation lag in the modelled record with a loss of 4 m of ice occurred at an obliquity peak at 632 ka and matches the original marker bed (Malin and Edgett, 2001) ("MB", Fig. 3a), which is the most prominent layer in the visible record.
- The fractional dust content of low-ice-deposition-rate layers is significantly higher than elsewhere, and if we extend the reconstruction back in time, we find no peak dust content layers at depths between approximately 600 m and 820 m (Fig. 10).

Fig. 12. (a) Radargram from the SHARAD instrument on Mars Reconnaissance Orbiter showing the internal stratigraphy of the NPLD with packages of layers separated by zones of no reflectors (Phillips et al., 2008). The Basal Unit underlying the NPLD (BU) and four layer packages (1–4) are labeled according to Phillips et al. (2008). The approximate location of the stratigraphic column is marked by the gray line. (Image Credit: NASA/JPL-Caltech/University of Rome/SwRI). (b) Modeled evolution of the NPLD during the last 10 Myr showing the thickness of the NPLD as a function of time. (c) The modelled stratigraphy for the preferred set of model parameters ($A_{\text{ice}} = 0.53$ mm a$^{-1}$, $A_{\text{dust}} = -1.7$, $B = 0.4$, $X = 0.92$, $X = 3\%$, $\delta = 144$ m) plotted as fractional dust content as a function of depth. (d) As (c), but zooming in on dust fraction content below 12%. The modelled thickness of the NPLD is 2407 m.
of high fractional dust peaks (approximate modelled depths of above 600 m, around 1000 m, and below 1500 m), correspond to radar layer packages labeled 1, 2, and 3 and 4 together, respectively. The radar layers seem to correlate with low-ice-deposition layers formed at high obliquity as previously suggested (Phillips et al., 2008), and future studies should investigate this relation further.

9. Conclusion

We have developed a model for building up the NPLD and creating its stratigraphy. The model is based on the physical processes that relate insolation forcing to climate and deposition rates of ice and dust, and allows for investigation of the climate control of NPLD stratigraphy.

The model was compared to a previously published quantitative stratigraphic column (Fishbaugh et al., 2010a), and a preferred set of model parameters were determined by a best fit of the modelled stratigraphy to the set of observed layers. The preferred model provides a consistent explanation of layer formation and build-up of the NPLD, and has a net deposition rate of 0.55 mm a⁻¹. It matches six observed marker beds in the stratigraphic column with model layers formed by low-ice-deposition-rate at high obliquity within ±1.6 m. The six layers are linked to high-obliquity peaks with a well-defined age and date the top 500 m of the NPLD to approximately 1 Ma. Within the model, fine layers in the stratigraphic column are related to periods with high dust deposition rate. The fine layers and additional structure in the stratigraphic record occurring during periods of high dust deposition rates were not reproduced by our model, and suggest that our dust deposition scheme is too simple and does not catch shorter cycle variations. Future studies may explore more complex dust deposition schemes.

The preferred model stratigraphy contains a quasi-periodic ~30 m cycle, similar to a previously suggested cycle in brightness profiles from the NPLD (Laskar et al., 2002; Milkovich and Head, 2005), but here related to half of the obliquity cycles of 120 ka and 99 kyr and resulting from a combination of ice and dust deposition processes that both vary with obliquity cycles.

The comparison with other observations from the NPLD demonstrates that the preferred model is plausible, but it does not provide a rigorous test of whether it is correct. The validity of the preferred model to constrain NPLD chronology is limited by several factors. The interpretation of the stratigraphic column as a proxy for the dust content lacks proper justification, although a relation is proposed where marker beds and thin layers are dust-rich. The fine layers in the stratigraphic column represent an important part of the stratigraphy, but they cannot be adequately reproduced by the model. The search for model parameters was limited to investigate deposition rates consistent with a build up over approximately 5 Myr. It has been proposed that the NPLD is much older than 5 Myr (Tanaka et al., 2008). It would require formation of dust lags to effectively protect the cap against sublimation during long periods of high obliquity, possibly inconsistent with the low bulk dust content of the NPLD (Putzig et al., 2009), but this scenario cannot be tested within the current model due to the limited length of a reliable insolation record (Laskar et al., 2004).

The model presented here proposes a link between the NPLD stratigraphy and insolation cycles based on physical processes. More work is needed to constrain the chronology of NPLD layers and investigate the climate control of the NPLD. Future studies should include records from other geographical locations to assess the spatial variation of this relation and other stratigraphic data that could provide additional constraints.
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.icarus.2012.08.009. These data include Google maps of the most important areas described in this article.
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