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a b s t r a c t 

This work investigates the macroscopic thermomechanical behavior of lunar boulders by modeling their 

response to diurnal thermal forcing. Our results reveal a bimodal, spatiotemporally-complex stress re- 

sponse. During sunrise, stresses occur in the boulders’ interiors that are associated with large-scale tem- 

perature gradients developed due to overnight cooling. During sunset, stresses occur at the boulders’ 

exteriors due to the cooling and contraction of the surface. Both kinds of stresses are on the order of 

10 MPa in 1 m boulders and decrease for smaller diameters, suggesting that larger boulders break down 

more quickly. Boulders ≤ 30 cm exhibit a weak response to thermal forcing, suggesting a threshold below 

which crack propagation may not occur. Boulders of any size buried by regolith are shielded from thermal 

breakdown. As boulders increase in size ( > 1 m), stresses increase to several 10 s of MPa as the behavior 

of their surfaces approaches that of an infinite halfspace. As the thermal wave loses contact with the 

boulder interior, stresses become limited to the near-surface. This suggests that the survival time of a 

boulder is not only controlled by the amplitude of induced stress, but also by its diameter as compared 

to the diurnal skin depth. While stresses on the order of 10 MPa are enough to drive crack propagation 

in terrestrial environments, crack propagation rates in vacuum are not well constrained. We explore the 

relationship between boulder size, stress, and the direction of crack propagation, and discuss the impli- 

cations for the relative breakdown rates and estimated lifetimes of boulders on airless body surfaces. 

© 2017 Elsevier Inc. All rights reserved. 
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. Introduction 

Thermally induced rock breakdown is thought to be an active

rocess in the solar system, contributing to crater degradation and

egolith production on planetary surfaces. This process is driven

y the propagation of microcracks due to complex spatiotempo-

al stress fields induced in boulders at both micro- and macro-

copic scales ( Kranz, 1983; Molaro et al., 2015 ). The slow accumu-

ation and propagation of microcracks in boulders over time devel-

ps macroscopic-scale features, and contributes to disaggregation

f rocky material and an overall reduction in strength and elas-

ic modulus. While this has been demonstrated by terrestrial field

tudies ( Warren et al., 2013; Eppes et al., 2016 ), and laboratory

tudies of thermal cycling in Earth ( Simmons and Cooper, 1978;

ranz, 1983; Jansen et al., 1993 ) and Mars ( Viles et al., 2010 ) atmo-

pheric environments, this topic has also become of interest in the

ontext of airless body surfaces. Strong thermally induced stresses
∗ Corresponding author. 

E-mail addresses: jmolaro@jpl.nasa.gov , jmolaro@gmail.com (J.L. Molaro). 
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ccur on bodies with large diurnal temperature ranges, and thus

hose with small solar distances and/or long day lengths ( Molaro

nd Byrne, 2012; Molaro et al., 2015 ), suggesting that many air-

ess bodies may be particularly susceptible to this “fatigue” pro-

ess. Laboratory studies have shown that thermal cycling can frac-

ure rocks in lunar environment ( Thirumalai and Demou, 1970 ),

nd ordinary, CM, and LL/L chondrites in atmosphere ( Levi, 1973;

elbo et al., 2014 ), however research in this area is still lim-

ted for planetary applications. Thermal breakdown has been sug-

ested to play an active role in the surface evolution of the Moon

 Molaro et al., 2015 ), Mercury ( Molaro and Byrne, 2012 ), near-Earth

steroids ( Dombard et al., 2010; Jewitt and Li, 2010; Delbo et al.,

014 ), and even comets ( Alí-Lagoa et al., 2015; Gulkis et al., 2015;

l-Maarry et al., 2015 ), emphasizing the broad significance it could

ave in our understanding of the evolution of airless body surfaces.

There are many active processes on airless bodies that con-

ribute to rock breakdown and regolith production, such as im-

act cratering, space weathering, and micrometeorite bombard-

ent. Micrometeorite bombardment has been assumed to dom-

nate regolith generation on the Moon, with an estimated sur-

ival time for centimeter- to meter-sized rocks of 10 6 –10 8 years

http://dx.doi.org/10.1016/j.icarus.2017.03.008
http://www.ScienceDirect.com
http://www.elsevier.com/locate/icarus
http://crossmark.crossref.org/dialog/?doi=10.1016/j.icarus.2017.03.008&domain=pdf
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Fig. 1. Geometry of a 1 m boulder embedded in a regolith block 8 m in width and 

height, and 4.5 m in depth. The color in the image shows the temperature of the 

rock and regolith in the afternoon. The arrow indicates the motion of the sun, and 

the semi-opaque rectangle indicates the location and orientation of the 2D plane 

shown in Figs. 3, 4 , and 8 . 
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( Hörz and Cintala, 1997; Basilevsky et al., 2013; Ghent et al., 2014 ).

However, breakdown rates due to thermal stresses are not well

constrained, and how they compare to this estimate is unknown.

Quantifying their contribution to rock breakdown on the Moon

could have important implications for estimates of surface and

crater ages. On Mercury, the maturation rate of regolith is four

times faster than on the Moon ( Braden and Robinson, 2013 ), in

part because of its higher macro- and micro-scale impactor flux

( Cintala, 1992; Le Feuvre and Wieczorek, 2011 ). However, Mer-

cury’s extreme diurnal temperature range suggests that thermal

breakdown could make a significant contribution to this process.

Asteroids typically have very small diurnal temperature ranges

compared to the Moon and Mercury, however many have very

rapid rotation rates. If thermal breakdown is active on these sur-

faces, it could be a very efficient process even if only a small

amount of crack propagation occurs during each cycle. 

Even if a single weathering process dominates regolith pro-

duction on a given body, all processes will interact with each

other to some degree. Thus better understanding how thermal

breakdown operates on these surfaces will inform our understand-

ing of regolith production rates in broader terms. For example,

Ghent et al. (2014) and Bandfield et al. (2011) found that while

most of the Moon’s surface has a negligible boulder population,

ejecta blankets surrounding young impact craters have significant

numbers of meter sized rocks that have not yet broken down or

become buried. Additionally, mass wasting from steep crater walls

can replenish rocks at the surface ( Xiao et al., 2013; Ghent et al.,

2014 ). Both of these processes provide source material for ther-

mal breakdown, and may affect not only regolith production rates,

but also its spatial distribution. Similarly, micrometeorite bombard-

ment creates fresh surfaces to weather at microscopic scales, and

may emplace impact damage for thermal stresses to exploit. 

In order to address these broader questions, the work presented

here, and that of Molaro et al. (2015) , attempts to develop a more

fundamental understanding of how thermal breakdown operates as

a process. Molaro et al. (2015) , modeled diurnal temperatures and

stresses of the lunar surface at the microstructure scale, and found

that the magnitude of induced stress is controlled by grain het-

erogeneity, with strong stresses developing along surface-parallel

grain boundaries between minerals with differing elastic proper-

ties. The nature of breakdown at this scale is controlled by the

grain distribution, as the complex stress field set up across and be-

tween multiple grains determines the path a crack takes as it prop-

agates. Their work specifically isolated grain-scale processes, and

did not address the macroscopic effects of the size and shape on an

object, such as a lunar boulder. The boulder’s size and shape will

determine the amount of radiation received from the sun, radiation

exchange with surrounding regolith and topography, and the effi-

ciency of thermal emission from its surface. Throughout the course

of the day, the passing thermal wave will develop a complex spa-

tiotemporal temperature and stress field within the boulder, that

will interact with interact with grain scale processes to drive crack

growth. Thus, in this study we model the thermomechanical re-

sponse of boulders of varying size on the surface of the Moon and

other airless bodies to diurnal thermal forcing. We will explore the

magnitude and macro-scale distribution of induced stresses, and

discuss the implications for breakdown rates and lifetimes of boul-

ders on these surfaces. 

2. Model 

In this study, we model temperatures and stresses in boulders

on airless body surfaces using COMSOL Multiphysics, a commer-

cially available 3D finite element simulation program. The geome-

try of our model consists of a sphere of diameter D embedded in

a rectangular volume of regolith ( Fig. 1 ). The regolith volume has a
ength and width of 4D, which was found sufficiently incorporate

he effects of radiation exchange between the rock and regolith

see Appendix A.1 ). For D ≤1 m , the regolith volume has a depth of

.5 m, which is 5 times the diurnal skin depth of rock on the Moon

 ∼0.8 m). Larger boulders are modeled with deeper regolith to ac-

ommodate their size. A special case is also presented, in which

 0.3 m sphere is entirely buried beneath the regolith surface. The

esolution of the finite element mesh in each case chosen to bal-

nce accuracy with computational efficiency, and is reflected in the

ncertainty values presented in the results (see Appendix A.1 ). 

The material properties for the rocks and regolith are provided

n Tables 1 and 2 . The rock is assigned properties of basalt, a com-

on rock type found on the moon, and sensitivity to these prop-

rties is explored in Section 3.3 . Most of these material properties

re constant, however heat capacity has strong temperature depen-

ence. We follow the example of ( Ledlow et al., 1992 ), defining the

eat capacity ( c p ) as a piece-wise function of temperature (T) in

nits of cal/(g K) given by: 

 p ( T ≤ 350 K ) = 0 . 1812 + 0 . 1191 

(
T − 300 

300 

)

+ 0 . 0176 

(
T − 300 

300 

)2 

+ 0 . 2721 

(
T − 300 

300 

)3 

+ 0 . 1869 

(
T − 300 

300 

)4 

 p ( T > 350 K ) = 0 . 2029 + 0 . 0383 

(
1 − exp 

(
300 − T 

300 

))
(1)

This function has been shown to be accurate for lunar materials

ver a large temperature range and has been widely used in previ-

us studies Vasavada et al., 2012 ). We assign both the rock and the

egolith in our model the heat capacity given by (1) , which has an

verage value over the lunar temperature range of ∼730 (J/kg K). 

The properties of the regolith are defined following the model

f Vasavada et al. ( Vasavada et al., 1999; 2012 ). Unlike basalt, the

ensity and thermal conductivity of regolith are both depth and/or
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Table 1 

Material properties for basalt with corresponding references. 

Basalt Symbol Units Value Reference 

Thermal Conductivity k B W/m K 2 Turcotte and Schubert (2014) 

Density ρB kg/m 

3 3150 Kiefer et al. (2012) 

Surface Emissivity ɛ B 0.9 Bandfield et al. (2011) 

Heat Capacity c p J/kg K Eq. 1 Ledlow et al. (1992) 

Young’s Modulus E B GPa 50 Turcotte and Schubert (2014) 

Poisson’s ratio νB 0.23 Turcotte and Schubert (2014) 

Coefficient of Expansion αB 1/K 10 −5 Turcotte and Schubert (2014) 

Table 2 

Material properties for regolith with corresponding references. 

Regolith Symbol Units Value Reference 

Thermal Conductivity k R W/m K Eq. 3 Vasavada et al. (2012) 

Surface Conductivity k s W/m 

2 0.007 Vasavada et al. (2012) 

Depth Conductivity k d W/m 

2 0.0 0 06 Vasavada et al. (2012) 

Radiative Conduction Ratio χ 2.7 Vasavada et al. (2012) 

Density ρR kg/m 

3 Eq. 2 Vasavada et al. (2012) 

Surface Density ρs kg/m 

3 1300 Vasavada et al. (2012) 

Depth Density ρd kg/m 

3 1800 Vasavada et al. (2012) 

Surface Emissivity ɛ R 0.95 Bandfield et al. (2011) 

Heat Capacity c p J/kg K Eq. 1 Ledlow et al. (1992) 

Young’s Modulus E R MPa 8 Colwell et al. (2007) 

Poisson’s ratio νR 0.4 Alshibli and Hasan (2009) 

Coefficient of Expansion αR 1/K 2.4 · 10 −4 Agar et al. (2006) 

Thermal Contact Boundary Layer δ m 10 −6 Molaro et al. (2015) 
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emperature dependent. The regolith density ( ρR ) is given by: 

R = ρd − ( ρd − ρs ) exp 

( −z 

0 . 06 

)
(2) 

here ρs is the density at the surface and ρd is the density at

epth. The regolith thermal conductivity ( k R ) is given by: 

 R = k d − ( k d − k s ) exp 

( −z 

0 . 06 

)
+ χk s 

(
T 

350 

)3 

(3) 

here k s is the solid conductivity at the surface, k d is the solid

onductivity at depth, and χ is the ratio of the radiative to solid

omponent of k R at T = 350 K. This model has been widely used

hroughout the literature ( Moores, 2016 ), and is consistent with

pacecraft observations. 

In order to evaluate the temperature within a boulder through-

ut the solar day, COMSOL solves the localized heat balance

q. (4) for heat transfer in solids over time using an implicit solver

nd dynamic time step. This is given by: 

 p ρ

(
dT 

dt 
+ u · ∇T 

)
+ ∇ · Q = −αT : 

(
dT 

dt 
+ u trans · ∇S 

)
(4)

here Q is the conductive and radiative heat flux, u trans is the ve-

ocity vector of translational motion, α is the coefficient of thermal

xpansion, and S is the second Piola-Kirchhoff stress tensor. The (:)

perator is the colon, or double dot, product. The right-hand side

f Eq. 4 accounts for thermoelastic damping. The displacement ( u )

s given in terms of the Cauchy stress tensor ( s ): 

∂ 2 u 

∂ t 2 
= f − ∇ · s (5) 

here f is the volume force vector and the density is that of the

ctual deformed state. The stress tensor (s) is related to both the

lastic strain ( ɛ el ) and inelastic, or in this case thermal, strain ten-

ors ( ɛ th ): 

 = D : ( ε el − ε th ) = D : ( ε el − α( T − T o ) ) (6)

here T o is the strain reference temperature, and D is a 4th order

lasticity tensor that is a function of the Young’s modulus ( E ) and
oisson’s ratio ( ν) of the material: 

 = 

E 

( 1 + ν) ( 1 − 2 ν) 

·

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

1 − ν ν ν 0 0 0 

ν 1 − ν ν 0 0 0 

ν ν 1 − ν 0 0 0 

1 −2 ν
ν 0 0 

0 0 0 

0 0 0 0 

1 −2 ν
ν 0 

0 0 0 

0 0 

1 −2 ν
ν

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(7) 

The surface of the model geometry (i.e. the boundary which is

pen to space) is defined as the top boundary of the regolith vol-

me, and the boundary of the sphere that protrudes above that

olume. These are the only boundaries that receive incident radi-

tion and participate in surface-to-surface radiation. Incident solar

adiation is applied to the surface by defining the radiation source

s a blackbody at infinite distance, with a flux of 1361 W/m 

2 at 1

U. The time dependent solar position at the lunar surface (Lati-

ude 0, Longitude 0) is computed separately using the NAIF SPICE

oolkit and supplied to COMSOL via a text file. COMSOL calculates

he incident radiation for each point on the surface using this po-

ition, accounting for local surface slope and aspect angle of each

esh element. When any part of the surface experiences a local

unrise or sunset, the incident flux is scaled linearly with the por-

ion of the solar disc visible above the local horizon. Accounting

or the size of the solar disc is important, as simulating the sun as

 point source leads to artificially high stresses in some cases (see

ppendix A.2 ). The ambient temperature above the surface is set

o 2 K, to most closely approximate an airless environment. 

The effects of radiative transfer between the rock and regolith

urfaces is accounted for by calculating the energy transfer be-

ween each mesh element and other elements within its view

actor. This is controlled by material absorptivity (one minus the

lbedo) and emissivity ( Tables 1 and 2 ). COMSOL assumes Kir-

hoff’s Law, and thus the absorptivity and emissivity for a given

aterial are equal in value. We chose an emissivity value of 0.9
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Fig. 2. Profiles of the average surface temperature of a block of regolith (solid) and 

a block of basalt (dotted) with the same dimensions as in Fig. 1 , but no boulder. 
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and 0.95 for rock and regolith, respectively ( Bandfield et al., 2011;

Vasavada et al., 2012 ). To illustrate the robustness of our tempera-

ture results, a model run was conducted on a cubic volume of re-

golith several meters wide and 4.5 m in depth, with material prop-

erties as previously described. The average surface temperature of

the regolith is shown in Fig. 2 . This result agrees remarkably well

with Vasavada et al., (2012) (their Fig. 9 ), who selected best-fit

parameters for their model by comparing their results to Diviner

measurements of regolith temperatures, suggesting that deviations

from Kirchoff’s law do not produce significant effects 

For lunar cases, the initial temperature of boulders ≤1 m is set

at 280 K. Since these boulders are smaller than the diurnal skin

depth, their temperatures normalize quickly over only a few diur-

nal cycles. For boulders > 1 m, the thermal portion of the calcu-

lation was run for as many diurnal cycles as required to stabilize

the temperature at the boulder’s center. The average temperature

of the boulder center was then used as the initial value for the

full simulation, typically between 260–270 K depending on boul-

der size. In all cases, each full simulation was run over several di-

urnal cycles to ensure that the temperatures and stresses exhibited

repeatable (i.e. stable) behavior. The initial temperature of the re-

golith is 240 K, which is the mean temperature of the regolith at

depth at the equator ( Vasavada et al., 2012 ). For model runs with

varying solar distance and day length, new initial temperatures of

both the boulder and the regolith were determined in a similar

way. 

The surface is defined as mechanically free, with a strain ref-

erence temperature set to each boulder’s initial temperature. The

sides of the regolith volume are defined as periodic with respect

to temperature, and fixed with respect to displacement. The latter

was done to improve computational efficiency, and has a negligi-

ble effect (see Appendix A.1 ) on the results due to the regolith’s

low value of Young’s modulus and stable temperature at shallow

depths. The bottom boundary of the regolith volume is also held

fixed. 

Physically, the boulder and regolith volume are discrete objects

with different properties. However, running the model with two

discrete finite element meshes is computationally expensive. In-

stead, the objects share a single mesh, and a “Thermal Contact”

is defined between them, acting as a boundary layer between do-

mains with differing material properties. The heat transfer across
he Thermal Contact boundary is: 

 = 

k e f f 

δ
	T (8)

here δ is the thickness of the boundary layer. k eff is the effective

hermal conductivity, given by: 

 e f f = 

2 k R k B 

( k R + k B ) 
(9)

here k R and k B are the thermal conductivities of the regolith

nd the basalt, respectively ( Tables 1 and 2 ). The thickness of the

oundary layer is set to 10 −6 m, comparable to a typical grain size

or basaltic rock. This value is somewhat arbitrary, and has a neg-

igible effect on results due to the small change in temperature

cross that boundary (see Appendix A.1 ). 

COMSOL allows the thermal contact boundary layer to move

s the objects expand and contract, though the two domains re-

ain connected to each other. Because the temperature does not

ump significantly across this boundary in our model, this option

rovides a reasonable solution that is computationally efficient. In

ome model runs, this does generate artificial stresses along the

ontact boundary, which are ∼0.3 MPa or smaller. These are re-

ected in our uncertainty values (see Appendix A.1 ). Additionally,

e present our results in terms of the maximum stress induced

ithin a boulder throughout the day. In all cases, these artificial

tresses are always negligible compared to maximum stresses. In

he smallest boulders we tested, the physical maximum stresses

nd artificial stresses become comparable. For this reason, we did

ot model boulders smaller than 30 cm. 

The model calculations can be performed using either a fully

oupled or segregated method. A fully coupled model calculates

oth the heat and displacement equations together for each time

tep, providing the most accurate calculation. We use the segre-

ated approach, where the result of the thermal calculation is then

sed as an input for the displacement calculation. This approach

an lead to significant inaccuracies for problems with strongly

inked physical processes or that are strongly non-linear (e.g., fluid

ow). In this study, however, it will produce nearly identical results

hile being computationally less expensive because the amount of

eat generated by the thermal expansion is negligible compared to

eating from the sun. 

We will present our results in terms of the maximum principal

tress ( σ 1 ), under the convention that tensile stresses are denoted

s positive, and compressive stresses as negative ( σ 1 > σ 2 > σ 3 ).

hus, the maximum principal stress represents the most amount

if any) of tensile stress available for microcrack propagation at a

iven time and location. 

We will use the Maximum Stress Theory as a failure criterion,

hich states that failure will occur when the maximum princi-

al stress reaches a value equal to some yield stress, determined

y failure of a specimen during a simple tension test. Since the

aximum principal stress lies along a single plane, comparing

t to a simple tension failure criterion is appropriate, as long as

he material has an isotropic strength. For rocky materials, this

an be considered reasonably true. This failure criterion is com-

only used in cases of brittle failure where stress states are sim-

le ( Gustafsson, 1985; McDiarmid, 1987; Dong et al., 20 0 0; Ugural

nd Fenster, 2003 ). For simplicity, we will refer to the maximum

rincipal stress ( σ 1 ) as stress ( σ ) throughout the rest of the paper.

Rock strengths are on the order of ∼100 MPa, though typ-

cally only ∼25% (or less, depending on the environment) of

his is needed to generate fatigue on Earth ( e.g., Attewell and

armer, 1974 ). However, the environment plays a strong role in ma-

erial strength, and crack propagation in vacuum is not well under-

tood. This makes it challenging to determine a realistic threshold

or initiating fatigue on airless body surfaces, as is discussed fur-

her in Section 4.2 . 
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Fig. 3. Snapshots of the temperature on a 2D plane through a 1 m boulder (see Fig. 1 ). The cut plane is E-W in orientation, and so the sun moves from right to left across 

the page. The snapshots begin at an hour angle of 0, and are taken at 2 h (30 °) intervals. 
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. Results 

.1. Stress in a 1 m boulder 

As the simulated temperature of a boulder changes throughout

he day, we can observe its interior on a plane defined by the path

f the sun overhead. Fig. 3 shows a temperature within a 1 m boul-

er at two-hour intervals ( ∼2.5 Earth days, for the Moon), begin-

ing at midnight. When the sun rises (panel d), the right side of

he boulder begins to heat very quickly. The temperature gradient

n (d) is very strong, but declines throughout the following panels

e-h) as heat is conducted to the boulder’s interior. In the after-

oon, the right side of the boulder moves into shadow and be-

ins to cool (g-i). Following sunset, the entire upper hemisphere is

ooling (j), which continues throughout the night. The lower hemi-

phere takes longer to cool because the surrounding regolith is

trongly insulating. The boulder reaches a maximum temperature

f ∼387 K, and a minimum of ∼152 K. 

Fig. 4 shows the maximum principal stress in the same plane,

t the same intervals. Stresses during the night leading up to sun-

ise (d) are generally low ( < 1 MPa). During sunrise, higher stresses

re induced as the boulder begins to heat up and a temperature

radient is set up within the interior, inducing the stress field

hown in panel (d). The right side of the boulder is in compres-

ion at the outer edge, and as that edge expands away from the

oulder interior it creates a region of strong tension with a peak

alue of 7 MPa. The magnitude of the induced stress is not related

o the value of the thermal gradient itself, but rather to the differ-

nce in temperature between the surface and the resulting interior

egion of tension (i.e., the 	T part of 	T / 	z ). 

In panel (g) of Fig. 4 , a new region of tension forms on the right

ide of the boulder as this area moves into afternoon shadow. This

egion grows as more of the boulder begins to cool until the entire

urface moves into a state of tension, peaking after sunset in panel

j) at 13 MPa. In spite of the fact that this stress is higher than

hat induced at sunrise, the associated macroscopic temperature

radient is small. Unlike the interior stresses, these are surface-

arallel stresses at the boulder’s exterior caused by the contraction

f the surface. Thus we have two distinct stressing mechanisms. At

he boulder’s surface, the combination of thermal contraction and
 s
 free mechanical surface produces high stresses even in the ab-

ence of thermal gradients between the surface and the interior. In

he interior, the macroscopic thermal gradient sets up a stress field

here the magnitude of induced stress is controlled by the differ-

nce in temperature between the surface and the resulting interior

egion of tension. These mechanisms dominate at different times

f day at different locations within the rock and cannot always be

asily separated. 

We can also observe the stress response in the boulder due to

he radiative interaction with the regolith. Most notably, in pan-

ls (k) through (c) of Fig. 4 , it takes longer for the stresses on the

xposed sides of the boulder to dissipate, as they cool less effi-

iently. This also occurs at the boulder’s bottom edge due to insu-

ation from the regolith. 

.2. Effects of boulder diameter 

We can investigate the role that size plays in the bimodal re-

ponse of a boulder to diurnal stress cycles by discussing interior

nd surface stresses separately. After sunrise, the boulder’s surface

s in compression and the interior is in tension. Between these two

egions exists a plane where the stress is zero. We refer to interior

tresses as those interior to this neutral plane ( Fig. 5 , right). Af-

er sunset, the boulder’s surface is in tension and the interior is in

ompression. Similarly, we refer to surface stresses as those in the

egion exterior to the neutral plane ( Fig. 5 , left). We will consider

ow each of these stress mechanisms evolves independently with

oulder size. 

In order to best understand our results, consider two theoret-

cal end member cases. Interior stresses are controlled by a tem-

erature gradient set up within boulders of finite size after sunrise

 Fig. 5 , right). As boulders become larger, their behavior will even-

ually approach that of an infinite halfspace ( Fig. 5 , A, D), where

o interior stresses are present. An infinite rock undergoing com-

ression at the surface does still have tensile stresses at depth as

he thermal wave travels downward, however since these have the

ame effect as surface stresses (see Section 4.1 ) we do not include

hem in our discussion of interior stresses. Interior stresses are

hown for boulders up to 20 m. 
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Fig. 4. Snapshots of the maximum principal stress on a 2D plane through a 1 m boulder (see Fig. 1 ), corresponding to the temperature snapshots in Fig. 3 . The snapshots 

begin at an hour angle of 0 and are taken in 2 h (30 °) intervals, with the exception that (j) shows 17:30 rather than 18 in order to catch the time of peak stress. The peak 

interior stress is 6.9 MPa (d) and the peak surface stress is 13.2 MPa (j). 
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 (no interior stress)
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D

Fig. 5. View of the locations of surface (A and B) and interior (C and D) stresses in an infinite halfspace and a finite boulder. Surface stresses occur during daytime heating, 

and interior stresses occur after sunset. The white arrows denote the orientation of the maximum principal stress, and the blue arrows denote the resulting direction of 

crack propagation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 6 (left) shows the evolution of the peak interior stresses

over a diurnal cycle in boulders with diameters from 0.3 to 1 m.

Each profile represents the stress throughout the course of the day

at the location in the boulder where the maximum interior stress

occurs. These profiles show that peak stress is a strong function of

size, with smaller peak stresses induced in smaller boulders. The

peak interior stress experienced by a 1 m boulder is ∼7 MPa, while

a 0.3 m boulder peaks at only ∼2 MPa. Boulders smaller than the

diurnal skin depth ( ∼0.8 m) are able to cool efficiently and ther-

mally equilibrate quickly. In most boulders, interior stresses are

weaker than surface stresses ( Fig. 6 , right). However, the 0.3 m

boulder displays the opposite behavior. Combined with its overall

weak response to the diurnal cycle, this suggests it may represent

a size threshold below which thermally induced breakdown occurs

very slowly or not at all. This is discussed further in the following

sections. 

As boulders increase from 1 m to 6 m ( Fig. 7 , top left), the in-

terior stresses increase and peak values occur at later times of day

as the thermal wave penetrates deeper into the rock, setting up

the temperature gradient over a longer period of time. This is re-
ected in the shift in location of peak interior stresses as boul-

er size increases ( Fig. 8 ). For boulders ≥10 m ( Fig. 7 , bottom left),

nterior stresses begin to decrease as the thermal wave loses

ontact with the boulder center. The lower hemisphere of boul-

ers ≥10 m comes into near thermal equilibrium with the re-

olith, and thus stresses are primarily limited to their top

emispheres. 

Surface stresses occur as a result of cooling and contraction of

he boulder surface ( Fig. 5 , A, B). To understand how they evolve

ith boulder size, we again consider our end member cases. An

nfinite flat rock subjected to a thermal cycle will expand dur-

ng heating and contract during cooling. Since the rock is infi-

ite, an element at its surface will not experience a change in its

urface area as this occurs ( Fig. 9 , left), and the induced stress will

e determined by the amount of expansion or contraction it ex-

eriences. This amount is fixed because it is limited to the vol-

me within approximately one skin depth of the surface. How-

ver, a finite rock undergoing expansion or contraction will ex-

erience a change in its surface area, which will relieve some

tress that would otherwise be induced ( Fig. 9 , right). In our study,
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maller boulders have the highest surface curvature and thus will

xperience the most stress relief. Larger boulders will approach the

nfinite halfspace scenario where no stress can be relieved during

xpansion or contraction. On the other hand, surface curvature also

ontributes to increased peak stress in small boulders for a differ-

nt reason. Their large surface area to volume ratio allows them

o cool more efficiently than an infinite halfspace. For very small

oulders, this causes peak surface stresses to occur during and just

fter sunset when these heat fluxes cause strong surface contrac-

ion. Thus, peak surface stresses are controlled by two effects, ef-
cient cooling and decreased surface curvature, in boulders of dif-

erent sizes. 

Peak surface stresses for boulders between 0.3 m and 1 m are

hown in Fig. 6 , (right), and in Fig. 7 (top right) for boulders be-

ween 1 m and 6 m. These stresses occur during and just after sun-

et, and are associated with strong radiative cooling that remains

early constant with diameter for boulders ≤3 m. At larger diame-

ers, the heat flux at sunset declines rapidly, as boulders cool less

fficiently due to their larger internal heat reservoir. The increase

n stress at sunset with boulder size reverses for boulders > 4 m. 
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Fig. 8. Snapshots of the temperature (top) and stress (bottom) at the time of peak interior stress, on a 2D plane (see Fig. 1 ) through a 1 m (a, e), 3 m (b, f), 5 m (c, g), and 

7 m (d, h) boulder. The snapshots take place at 6:30 am, 9 am, 1 pm, and 11:30 am, respectively. 

A B
A B

no surface curvature a lot of surface curvature

Fig. 9. For a large boulder (left) with little to surface curvature, no increase in 

the distance between points A and B occurs during expansion. For a small boulder 

(right), however, the surface curvature causes an increase in circumference during 

expansion, moving points A and B farther apart and relieving stress. 
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≥10 m. The dotted line is the stress at the surface of a solid block of basalt, as 
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erences to color in this figure legend, the reader is referred to the web version of 

this article.) 
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Boulders ≥10 m ( Fig. 7 , bottom right) experience continuous

cooling and contraction throughout the night, so peak surface

stresses occur just before sunrise. These stresses increase due to

the decrease in surface curvature with increasing diameter. The

trend in these profiles is somewhat less smooth than in other pan-

els of Fig. 7 because the location of peak stress, and time of day it

occurs, varies more significantly in larger boulders. 

Fig. 10 shows peak stresses for boulders of all diameters. Peak

surface stresses in small boulders are limited by their cooling ef-

ficiency at sunset, whereas those in large boulders are controlled

by their surface curvature. Boulders between 3 m and 7 m experi-

ence overlap between these two effects. Stresses in this range peak

at 4 m ( ∼5x the diurnal skin depth) where a local maximum along

the stress-diameter curve is observed ( Fig. 10 ). For boulders ≥10 m,

the data can be fit with an exponential curve using a weighted

least squares method, where the weight of each point is one over

the uncertainty (see Appendix A.1) squared. The curve is given by:

σD ≥10 m 

= 45 . 5 exp 

(
−6 . 628 · 10 

−6 D 

)
− 26 . 2 exp ( −0 . 03131D ) (10)

Points without visible error bars have an uncertainty of ±
0.5 MPa. The value for peak stress in an infinite halfspace is

45 ± 2 MPa. Despite the uncertainties in the largest boulders, this

curves gives a reasonable fit with an R 

2 value of 0.9998. 
While we do not consider their effects in this study, peak com-

ressional stresses during the day also change with boulder size.

ince tensile stresses are always positive, analyzing compressional

tresses would be best done by plotting the minimum principle

tress, rather than the maximum as we present. In Fig. 7 , the times

t which a profile is negative indicates that none of the principal

tresses are tensile, and the plotted value represents the weakest

ompressional stress component at that location. While these com-

ressional stresses do follow a trend with boulder diameter, they

o not provide meaningful insight. 



J.L. Molaro et al. / Icarus 294 (2017) 247–261 255 

Table 3 

Standard and sensitivity test material property values in the model, with resulting change stress. 

Parameter Standard Test 	σ (MPa) 	σ (%) Trend Strength 

Interior Stress ρB ( kg / m 

3 ) 3150 30 0 0 + 0.09 1.3 ↓ ρ ↑ σ Weak 

c p (J/kg K) c p c p 
∗1.05 + 0.19 2.7 ↑ c p ↑ σ Weak 

ɛ B 0.9 0.8 −0.96 −14 ↓ ε ↓ σ Weak 

k B (W/m K) 2 1.5 + 3.5 50 ↓ k ↑ σ Moderate 

E B (GPa) 50 100 + 13 186 ↑ E ↑ σ Strong 

αB (1/K) 1 · 10 −5 3 · 10 −5 + 26 370 ↑ α↑ σ Strong 

Surface Stress ρB (kg/m 

3 ) 3150 30 0 0 −0.04 −0.3 ↓ ρ ↓ σ Weak 

c p (J/kg K) c p c p 
∗1.05 −0.04 −0.3 ↑ c p ↓ σ Weak 

ɛ B 0.9 0.8 −0.55 −4.2 ↓ ε ↓ σ Weak 

k B (W/m K) 2 1.5 −1.6 −12 ↓ k ↓ σ Moderate 

E B (GPa) 50 100 + 6.9 53 ↑ E ↑ σ Strong 

αB (1/K) 1 · 10 −5 3 · 10 −5 + 14 108 ↑ α↑ σ Strong 
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We also investigate the effect of regolith cover on induced

tresses by simulating a 0.3 m boulder completely buried such that

ts top boundary is 2.5 cm below the surface of the regolith. The

ashed and dotted lines in Fig. 6 (left) show the stress at its top

dashed) and bottom (dotted) edges. The regolith provides such

trong insulation that the boulder’s diurnal temperature range is

educed to a mere ∼13 K, resulting in peak stresses of 0.47 and

.12 MPa. These are comparable to the artificial stresses induced

t the thermal contact boundary (average ∼0.3 MPa), indicating

hat the diurnal temperature cycle is unable to induce significant

tresses within buried boulders, effectively shielding them from

he fatigue process. 

.3. Rock lithology 

While basalt is a common rock type found on the lunar mare,

he highlands are anorthositic in composition. The properties of

eologic materials do vary, however they are generally on the same

rder of magnitude as the values used for basalt in this study. Pre-

ise values for each property are highly unique to individual rocks

nd rock types, making it challenging to model different rock types

ithout testing actual samples. In order to investigate the role each

arameter plays in thermally induced stresses, we run test simula-

ions in which all rock properties remain the same as in Table 2 ,

ith the exception of a single parameter. By changing one param-

ter at a time, we can investigate the effect individual material

roperties have on induced stresses. The test values for each prop-

rty are shown in Table 3 , and represent reasonable variation for

eologic materials. The density, emissivity, and heat capacity only

xert a weak influence over induced interior and surface stresses.

owering the thermal conductivity has a moderate influence, in-

reasing interior stresses by 3.5 MPa due by increasing the temper-

ture gradients, and decreasing surface stresses by 1.6 MPa due to

he lowered heat flux during cooling. 

As is the case in on mineral-grain scales ( Molaro et al., 2015 ),

he coefficient of thermal expansion and Young’s modulus have the

trongest effect on thermally induced stresses in boulders. An in-

rease in the Young’s modulus results in an increase in stress of

3 MPa and 7 MPa for interior and surface stresses, respectively.

n increase in the thermal expansion coefficient also yields higher

tresses, with an increase of 26 MPa and 14 MPa, respectively. In

eologic materials, the typical range for Young’s modulus is 10–

00 MPa, and for the coefficient of thermal expansion 1–3 · 10 −5 

 

−1 . Thus, the parameters used in this study yield somewhat of

 lower limit on induced stress values, and inform the qualitative

elationship between boulders of different size. When considering

ther rock types, Table 3 gives a general sense for how stresses

ill change with rock type. For example, the lunar highlands are

argely composed of anorthosite which has a Young’s modulus of
100 GPa ( Turcotte and Schubert, 2014 ), suggesting that highlands

aterial experience stresses a factor of 2 higher than basalt, and

o may breakdown faster. 

Ultimately, this sensitivity test shows that thermally induced

tresses will be unique to different planetary materials in differ-

nt thermal environments, and expected behavior and lifetimes

ay require unique calculations. Differences in induced stress with

arying properties is also likely to be exaggerated in environments

ith larger temperature ranges, making this effect of more or less

ignificance on different solar system bodies. Other factors may

lso add complications, such as anisotropy in a material’s thermal

xpansion coefficient, which plays a significant role in weathering

f granite and marble on Earth. 

.4. Stresses on other bodies 

Other bodies in the inner solar system provide a range of ther-

al environments in which we can explore this process. To do so,

e calculate the incident solar flux for an arbitrary surface with

arying solar distance and day length. These objects are assumed

o have zero obliquity and eccentricity. Fig. 11 is a contour plot

howing peak stresses in a 1 m boulder on these arbitrary surfaces,
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which range from ∼1–70 MPa. As expected ( Molaro and Byrne,

2012; Molaro et al., 2015 ), objects that rotate slowly and/or that

are close to the sun experience the highest stresses. Solar distance

plays the primary role, as peak stresses occur from surface contrac-

tion at sunset and thus are controlled by the maximum tempera-

ture achieved at the boulder’s surface. Which mechanism is domi-

nant on different bodies may change somewhat depending on the

type of stress (interior or surface), boulder size, and time of day

of interest. For a 1 m boulder with a 0.1 Earth day rotation period,

peak stress follows the relationship σ = 4 . 98 s −1 . 65 where s is the

solar distance. The value of the exponent varies slightly with boul-

der diameter, with an average of –1.71 ± 0.1 for a 30 cm, 1m, and

10 m boulder at this rotation rate. Solar distance has less influence

on stress for very slowly rotating bodies, for example the exponent

for a 1 m boulder decreases from –1.5 to –1.2, for a rotation period

of 1 and 5 Earth days, respectively. 

While the objects we modeled were arbitrary, the perihelion

positions of some notable solar system bodies are marked in

Fig. 11 for reference. The results suggest that objects like Mer-

cury and 3200 Phaethon may be significantly affected by thermal

breakdown, with stresses estimated to exceed 70 MPa and 50 MPa,

respectively. In contrast, objects such as Itokawa, Eros, and Vesta

have relatively low stresses, suggesting thermal breakdown may

be inactive on their surfaces. On the other hand, if even a small

amount of crack growth were to occur each day, breakdown could

happen quickly due to their high cycling rate. Ultimately, how-

ever, we do not yet know the efficacy of this process on these

surfaces, as there is significant uncertainty in our understanding

of the stress required to drive crack propagation on airless bodies

(see Section 4.2 ). 

It is important to note that we use the same regolith and rock

properties and geometry as for the lunar cases, thus these re-

sults show stresses induced on “lunar-like” surfaces. This provides

a general sense of relative stresses throughout the inner solar sys-

tem. In reality, the surfaces of asteroids will vary substantially in

composition, regolith depth, and boulder size and distribution, all

of which will affect induced stresses. For example, studies of me-

teorite properties (e.g., Opiel et al., 2010 , 2012 ; Cotto-Figueroa et

al., 2016 ) have found that the thermal conductivity of CM chon-

drites is ∼0.5 W/m K and the Young’s modulus of CV chondrites is

on the order of 10 MPa, suggesting (per Table 3 ) that the stresses

in Fig. 11 could vary by a factor of ∼2. Additionally, the boul-

der and regolith thermally and radiatively interact with each other,

suggesting that asteroids with little to no know regolith cover, or

those that are rubble piles, will respond differently to thermal forc-

ing. Overall, the range of surface characteristics and orbital proper-

ties seen throughout the asteroid population suggests a range of

diverse and unique responses to thermal cycling, emphasizing the

need for additional research on this topic. Future work will focus

more specifically on understanding thermally induced breakdown

on asteroid surfaces. 

4. Damage modeling 

4.1. Direction of crack propagation 

The orientation of stresses within boulders can provide insight

into how breakdown may occur. Microcracks will primarily propa-

gate perpendicular to the direction of tensile stress, assuming it is

large enough to overcome material tensile strength. For the interior

and surface stresses we discuss here, the maximum principal stress

(as presented in the above results) dominates the stress field at the

times and locations within the boulders they occur (i.e., each of the

other two principal stresses either are negligible or act in the same

plane as the maximum principal stress). Thus the maximum prin-
ipal stress will effectively control the plane in which the direction

f crack propagation occurs. 

The interior and surface stresses described in the previous sec-

ion result from different mechanisms, and thus have different ori-

ntations. Interior stresses act on a plane perpendicular to the

ath of the sun ( Fig. 5 ), driving the propagation of surface-parallel

racks and contributing to the exfoliation of planar fragments. In

ontrast, surface stresses act parallel to the boulder surface. These

rive the propagation of surface-perpendicular cracks, contributing

o granular disintegration. These two mechanisms likely work to-

ether to hasten disaggregation of near-surface material. 

.2. Estimated boulder lifetimes 

While interest in thermally induced rock breakdown is growing,

elating the results from models ( Molaro et al., 2015 ) and experi-

ents ( Delbo et al., 2014 ) to estimates of breakdown and regolith

roduction rates presents a unique challenge. Most of the literature

tudying thermal fatigue focuses on engineering materials and ap-

lications. Limited work has been done on developing damage laws

or geologic materials, let alone for objects in vacuum and/or over

arge temperature ranges. 

The most commonly used fatigue model is the Paris law,

hich describes the kinetics of crack growth under cyclic load-

ng ( Paris and Erdogan, 1963 ). The Paris law has been adopted to

odel the fatigue behavior of geological materials, such as sand-

tones ( Migliazza et al., 2011; Le et al., 2014 ), and has recently been

sed by Delbo et al. (2014) to estimate the lifetimes of rocks on

steroids. There are many complications to implementing the Paris

aw in a planetary context, which will be described below. First,

e will demonstrate an example and compare our results to those

f Delbo et al. (2014) . 

The Paris law relates the crack growth per cycle ( da / dN ) to the

mplitude of the applied stress intensity factor ( 	K ): 

da 

dN 

= C	K 

n (11)

here a is the crack length, N is the number of cycles,

nd C and n are empirically determined parameters. Follow-

ng Delbo et al. (2014) , we use values for C and n of 0.0 0 03

 m/ ( MPa 
√ 

m ) 3 . 84 ) and 3.84, respectively, which were determined

y Migliazza et al. (2011) for marble. While marble is an imper-

ect match for planetary materials, particularly given its large grain

ize and anisotropic coefficient of expansion, few studies have been

one determining these parameters for geologic materials. 

The stress intensity factor is a function of the stress ampli-

ude of the applied load ( 	σ ). In our case, the nature of the

hermally induced stress field is spatiotemporally complex (e.g.,

ig. 4 ), and we will express the stress amplitude as 	σ( x, y, z, t ) =
σ0 h ( x, y, z, t ) , where 	σ 0 is the maximum stress experienced by

he boulder ( Fig. 6 ). For a 30 cm boulder, 	σ 0 is ∼1.5 MPa. By di-

ensional analysis, the amplitude of the applied stress intensity

actor is then given by: 

K ( a ) = 	σ0 

√ 

D f ( α) (12)

here D is the characteristic size of the boulder, and α is the rel-

tive crack size given by the ratio a / D . The dimensionless stress

ntensity factor f ( x ) is determined by the specimen geometry and

he stress field, and not always trivial to define. It must be de-

ermined numerically, except for simple loading configurations for

hich analytical solutions are available. The simplest case is a

rack in an infinite medium subject to Mode I loading (i.e., the

tress field is perpendicular to the crack) of amplitude 	σ 0 , for

hich f (α) = 

√ 

πα. For objects of finite size, with different crack

eometries and loading configurations, f ( α) can take more complex

orms ( Tada et al., 20 0 0 ). In our case, f ( x ) must reflect the size of
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(  
he boulder, crack geometry, and the spatiotemporal nature of our

tress field given by h ( x, y, z, t ), and its appropriate form is un-

nown. For the crack size and geometry considered in this study,

he choice of a more exact function for a finite-size body (e.g., page

0, Tada et al., 20 0 0 ) does not change our result at the order of

agnitude level. Given the idealized nature of our boulders, the

actor f ( α) as defined above will allow us to make a reasonable

alculation for the duration of fatigue crack growth. 

Per Eq. (11 ), a small amount of crack growth occurs as the boul-

er undergoes each stress cycle. As the crack grows in length, the

alue of the stress intensity factor ( 	K ) at the crack tip increases.

hen 	K reaches the material’s fracture toughness ( K c ), the spec-

men is no longer able to sustain the prescribed load and the crack

ill grow in an unstable manner. The critical crack length at which

his occurs is denoted ( a c ). By substituting Eq (12 ) into Eq (11 ) and

ntegrating, we can calculate the total number of cycles ( N f ) until

he crack reaches a c : 

 f = C −1 	σ−n 
0 D 

− n 
2 +1 

∫ a c 

a 0 

dα

f ( α) 
n/ 2 

(13) 

here α0 is the initial relative crack size ( a 0 / D ) and αc is the crit-

cal relative crack size ( a c / D ). Based on the crack geometry consid-

red here, the critical crack length a c can be estimated as: 

 c = 

1 

π

(
K c 

σmax 

)2 

(14) 

Using σ max = 2.4 MPa from our results, and K c = 1.35 MPa ∗m 

1/2 

 Migliazza et al., 2011 ) we obtain a critical crack length of

0 cm. We assume an initial crack length of 30 μm, following

elbo et al. (2014) . Based on Eq. (13 ), we obtain a crack growth

uration of ∼1.3 · 10 6 cycles, or ∼10 5 years for a 30 cm boulder

n the surface of the Moon, which is consistent with the 10 3 –10 6 

ears calculated by Delbo et al. (2014) for a 10 cm boulder on an

steroid in spite of using a simplified stress intensity factor. How-

ver, as we discuss below, there are a number of factors that con-

ribute to a lack of confidence in the accuracy and/or usefulness of

hese calculations. 

While the Paris law provides a straightforward means for cal-

ulating the duration of fatigue crack growth, it is worthwhile to

oint out that this duration is not equal to the total fatigue life-

ime of the specimen. Fatigue failure typically consists of three

tages including 1) crack initiation, 2) stable crack growth, and

) unstable crack growth. The Paris law primarily describes the

rack behavior during stage 2. However, since the duration of un-

table crack growth is very short, Eq. (13 ) can reasonably quan-

ify the total duration of stages 2) and 3). Stage 1 involves mi-

rocrack coalescence and macrocrack initiation, which is not de-

cribed by the Paris law. This stage can account for the majority

 > 70%) of an object’s total lifetime ( Janssen et al., 2002 ), and thus

q. (13 ) may represent only a small part of the entire breakdown

rocess. On the other hand, if the specimen contains a large crack

rior to loading, then stage 1 is essentially absent. In this case,

q. (13 ) would give a reasonable estimate of the total lifetime.

n this context, the above calculation is performed inconsistently.

elbo et al. (2014) measured crack growth rates and constrained

he values of C and n for a macroscopic crack ( ∼1 mm), and there-

ore in stage 2 of fatigue crack growth. However, to calculate their

ample lifetime, they used an initial crack length of 30 μm, which

alls into the stage 1 regime and is not described by the Paris Law.

hus, their calculation (and ours) significantly underestimates the

otal lifetime by applying unrealistically high crack growth rates to

he early stages of the fatigue process. If we instead repeat our cal-

ulation using an initial crack length of 1 mm, it reduces our crack

rowth duration from 10 5 to 10 3 years, but does not quantify the

ength of stage 1. 
Furthermore, fatigue crack growth is heavily influenced by the

nvironment. The presence of water vapor, in particular, enhances

atigue crack growth rates and decreases the stress threshold re-

uired initiate crack propagation in metals, however similar ef-

ects have also been demonstrated in salty and anhydrous en-

ironments, including dry air (e.g., Wei 1970 ; Kirby and Beev-

rs, 1979 ; Khobaib et al., 1981 ; Stanzi et al., 1991 ). As discussed by

anssen et al. (2002) , the strength of these environmental effects

s influenced by factors such as cycling frequency, loading wave-

orm, and temperature, and overall they note that interactions at

rack tips are highly complex and our understanding of the role

nvironment plays is limited. This makes it challenging to quantify

ncertainty when applying crack growth parameters from terres-

rial studies (e.g., Delbo et al., (2014) , done in dry air) to a vacuum

nvironment. Research on crack growth in vacuum is limited for

eologic applications, however the increase in stress threshold has

een demonstrated in basalt ( Krokosky and Husak, 1968 ). This has

he effect of increasing the length of time spent during crack initi-

tion (stage 1), and since this period is not captured in a Paris Law

alculation, such estimates of crack growth duration will be even

ess representative of the object’s entire lifetime. 

Performing the above calculation for larger boulders leads to

urther uncertainty in how the Paris Law can be used to under-

tand thermal breakdown on airless bodies. Using the same param-

ters as described above, the calculation for a 1 m boulder (with

σ o = 11.9 MPa) yields a fatigue crack duration of only ∼35 years.

his clearly seems unrealistic, even in spite of our limited under-

tanding of this process. The shorter crack growth duration results

artly from the larger stress amplitude of the 1 m boulder, and

hus the calculation will be affected by changes in material proper-

ies ( Section 3.3 ). However, even a reduction in stress by half yields

 fatigue crack duration of only ∼500 years, suggesting other fac-

ors are at play. In addition to those described above, such a dis-

repancy may also result from the following effects: 

(1) The empirical parameters C and n depend on a num-

ber of factors, such as chemical environment (as described

above), maximum-to-minimum stress ratio, ambient tem- 

perature, specimen size, composition, and cycling frequency

( Barenblatt and Botvina, 1980; Bazant and Xu, 1991; Ritchie,

20 05; Ciavarella et al., 20 08; Le et al., 2014 ). Therefore, even

if the Paris Law provides a reasonable estimate for the life-

time a given boulder, it cannot be used to quantify relative

lifetimes between boulders of different diameters or in dif-

ferent thermal environments without determining new pa-

rameters for each case. The change in diameter itself would

only cause a difference in crack growth duration of up to

one order of magnitude. However, different factors influence

C and n to different extents, and their combined influence

can lead to changes anywhere from factors to several orders

of magnitude. 

(2) The present calculation assumes the dimensionless stress

intensity factor is the same for both the 30 cm and 1 m

boulders. In reality, the spatiotemporal nature of the ther-

mally induced stress field varies with boulder size, which

would lead changes in the expression for f ( x ). However, vari-

ations in f ( x ) alone would not result in a 4–5 order of mag-

nitude change in the crack growth duration. Therefore, it is

likely that inaccuracies from both f ( x ) and C and n are influ-

encing our calculations. 

Another approach is to constrain the model parameters by com-

aring the crack growth duration estimates with observations of

unar rock abundance. Basilevsky et al. (2013) found that no boul-

ers larger than 4 m in diameter were found at craters older than

150 Ma. To match this age, our calculation for a 5 m boulder

 	σ = 30 MPa) requires a value of n = 21 . However, in this case
0 
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our 30 cm and 1 m boulders would never break down due to ther-

mally induced stresses, which is in contradiction with the mea-

surements of Delbo et al. (2014) . Since the efficacy of thermal

breakdown relative to micrometeorite bombardment is unknown,

this approach only provides an upper limit on n, leaving a wide

range of implications for intermediate values. 

Overall, the empirical parameters and stress intensity factors in-

volved in using the Paris Law cannot easily be generalized from a

single experiment to objects with different sizes, crack lengths, or

compositions, or those in different thermal and chemical environ-

ments, and the Paris Law does not describe all stages of the fatigue

process. The effects described above contribute significant uncer-

tainty both to our calculations and those of Delbo et al. (2014) .

Additionally, the complex spatiotemporal nature of thermally in-

duced stress fields in boulders suggests that a more comprehen-

sive model is needed to describe breakdown through the propa-

gation of many distributed micro- and macroscopic cracks, rather

than a single crack as described by the Paris Law. All of this em-

phasizes the need for more laboratory studies to explore the rela-

tionship between thermal cycling crack propagation and distribu-

tion, and to measure crack growth parameters in planetary materi-

als and environments. More data on the size-frequency distribution

of rocks on planetary surfaces may also offer a different way of re-

lating models of thermal stress to breakdown rates in view of the

size-dependence of fatigue kinetics. 

5. Discussion and conclusions 

Our results show that boulders exhibit a bimodal response to

diurnal thermal forcing, where interior stresses associated with

macroscopic temperature gradients are induced during daytime

surface heating, and surface stresses are induced at or after sunset

due to cooling and contraction of the surface. The fact that these

stresses controlled by multiple mechanisms, and occur at different

locations within boulders and at different times of day, emphasizes

the complex nature of this problem and highlights the challenges

in understanding how breakdown may occur. Nevertheless, we can

gain some insight into the differences in the thermal response of

boulders of various sizes, and what implications that may have for

breakdown. 

Peak tensile stresses are on the order of magnitude of 1–10 s of

MPa, with higher stresses occurring in larger boulders. However, it

is important to emphasize that these stresses represent idealized

amounts of energy available for crack propagation. It is tempting

to suggest that since larger boulders experience higher stresses,

they must break down faster. Measurements of rock strengths also

indicate that larger boulders typically have lower strengths due

to their high volume of pre-existing damage, and structural de-

fects and weaknesses. However, movement of microcrack walls and

new crack propagation can also relieve stress, serving to lower

the effective elastic modulus. Since the elastic modulus exhibits

such a strong control over induced stress, this could lower realistic

stresses in very large boulders significantly. While smaller boulders

may have less pre-existing damage than larger boulders, any new

crack propagation will still relieve some stress, suggesting that, ir-

respective of size, boulders from new impacts that have not expe-

rienced significant thermal processing will be most susceptible to

thermal breakdown. Our results also suggest that rocks shielded by

even a thin layer of regolith are isolated from any significant ther-

mal stresses. This leads to complications where boulders may de-

velop partial regolith cover via disaggregation and granular disin-

tegration of their surfaces, which may lower the amplitude of their

internal stress fields. Additionally, even if the low stresses induced

in smaller rocks were to cause them to break down at slower rates,

they may disappear faster from burial, which will affect the rela-

tive survival times of rocks of each size. 
We can further explore the relationship between breakdown

nd size by considering the location of stresses within boulders. In-

erior stresses drive the propagation of surface-parallel cracks and

ontribute to surface exfoliation. Surface stresses drive the propa-

ation of surface-perpendicular cracks, which contribute to granu-

ar disintegration. These mechanisms work together to weaken and

isaggregate near-surface material. Interior stresses may also con-

ribute to through-going cracks in smaller boulders, however for

arge boulders, the area affected by thermally induced stresses is

imited to the near-surface. Thus, size plays an important consid-

ration beyond simply the amplitude of induced stress, leading us

o consider breakdown rates and object lifetimes separately. Larger

oulders experience higher stresses than smaller boulders, suggest-

ng they may have faster crack propagation rates. However, they

ave much more material to erode and less (relative) volume un-

ergoing cyclic stress, suggesting they may have a longer lifetime

n spite of a potentially faster breakdown rate. On the other hand,

oulders smaller than the diurnal skin depth experience stresses

hroughout their entire volume, but may have much slower crack

ropagation rates and thus also have a long lifetime. This leads

o interesting questions about how breakdown rates change over

ime as the boulders shrink, and what that means for the size-

requency distribution expected on the lunar surface. For example,

 4 m boulder experiences only moderately lower stress than those

 10 m, but has significantly less volume, suggesting that it may be

referentially removed by this process. If this were the case, it may

uggest a lack of boulders on airless bodies that have diameters of

everal skin depths. However, many additional factors would need

o be accounted for to explore this idea completely. 

Very small boulders ( ≤30 cm) experience only a weak response

o thermal forcing, suggesting a threshold below which thermally

nduced breakdown may occur very slowly (driven primarily by

rain-scale effects ( Molaro et al. (2015) ) or not all. This is con-

istent with the steep increase in ≤30 cm boulders found at the

hang’ E-3 landing site ( Di et al., 2016 ). While the production rate

f rocks of varying size, as well as the influence of other weath-

ring processes are also at play, this is encouraging for our re-

ults. If we were to consider thermal breakdown only, this would

orrelate to a minimum strength of ∼2.4 MPa to initiate fatigue

reakdown. They also report that rocks < 10 cm at the Chang’ E-

 landing site tend to be clustered together, suggesting in-situ

isaggregation. This is consistent with our results showing that

lightly larger rocks experience stresses throughout their entire

olume, perhaps disaggregating them into multiple smaller pieces.

he size-frequency distribution of boulders on Mars ( Golombek

nd Rapp, 1997; Golombek et al., 2003 ) shows a similar increase in

mall rocks, though the current presence of atmosphere and pre-

umed wet history of Mars makes it more difficult to compare to

ur results. Limited statistics are available from Basilevsky et al.,

2013) for larger boulders on the Moon (between 2 and 10 m

n diameter), which also show an exponential trend. The size-

requency distribution of boulders is also available for Itokawa

 Michikami et al., 2010 ), however as a rubble pile asteroid many of

ts boulders are relics of formation rather than current day weath-

ring processes. Similarly, boulder statistics on Eros ( Thomas et al.,

001 ) are of limited usefulness, as it is thought that a large im-

act event created the majority of boulders currently present, and

emoved or buried older material. The Moon and Mercury are the

est environments for understanding how thermal processes effect

ize-frequency distributions of boulders. 

Without more data on the size-frequency distribution of boul-

ers on airless bodies, we turn to damage models to relate stress

nd environmental conditions to damage accumulation and boul-

er failure. Part of the challenge to predicting failure is the multi-

cale nature of the fatigue process. The engineering literature re-

eals a wealth of knowledge and models of crack propagation at
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he microscopic scale. However, these continuum mechanics mod-

ls are typically of individual crack growth in a specific material

r sample are difficult to apply in a broader, more high-level con-

ext, where the growth of cracks at multiple scales and change in

acroscopic properties of an object (e.g. size, elastic modulus, ten-

ile strength) is the desired outcome. Thus, while crack propaga-

ion occurs at a microscopic scale, damage models (such as the

aris Law) rely on macroscopic measurements of breakdown and

ailure to quantify the thermal fatigue process. These macroscopic

amage models are highly empirical and not well constrained for

atural processes and materials. Even models that can describe ge-

logic materials are difficult to apply in a planetary context due

o the lack of laboratory studies of breakdown in vacuum, and at

elevant temperature ranges and thermal cycling periods. 

Overall, the work we have presented here highlights the com-

lex nature of the response of objects to diurnal thermal forcing,

nd emphasizes the need for more research to better constrain

hermally induced breakdown rates and regolith production on so-

ar system bodies. 
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ppendix 

.1. Sensitivity Tests 

Several sensitivity tests conducted in order to quantify the im-

act of model setup and geometry choices are described below. All

f these results were found to have a negligible impact on our re-

ults. 

Width of Regolith Volume: The horizontal size of the model do-

ain relative to the boulder does have an impact on its thermal

ehavior, as radiation is scattered and exchanged through periodic

oundary conditions, which may artificially raise temperatures as if

here were nearby boulders. We conducted a test with a 1 m boul-

er in a model domain of twice the standard width (8 D ). The re-

ults showed an increase of ∼2 K in the peak boulder temperature

elative to the standard case, resulting in a change in peak stress

f ∼0.1 MPa which is within the uncertainty for stresses. 

Mesh Resolution and Uncertainty: For boulders ≤10 m in diam-

ter, the finite element meshes were refined such that further re-

nement changed the value of the peak stress by < 0.3 MPa, which

as determined primarily by the effects of the thermal contact

oundary layer. The artificial stresses induced in some model runs

long this boundary layer, and the differences in peak stress pro-

uced by variation in the layer thickness (see below), have a value

0.3 MPa. Limited by this value, we set an uncertainty value for

oulders < 15 m at 0.5 MPa, which is slightly higher than the re-

nement value to account for small changes in peak stress with

ata output timing interval. In these cases, the mesh in the regolith

s coarser than in the boulders, but further refinement falls well

elow the above thresholds on peak stresses. As boulders become

arger, the number of mesh elements needed increases while the

esired resolution stays the same. As such, for boulders > 10 m the

esh refinement is primarily is limited by computer memory. In

hese cases, the mesh was refined as much as possible to allow

or computation using available memory resources. In these cases,

he uncertainty value is determined by the difference in the cal-

ulated value between a mesh element’s center and boundary at

he time and location of peak stress, which can become significant
or meshes that are too coarse. These uncertainties are shown in

ig. 10 . In these cases, the mesh in the regolith is the same as for

he 10 m diameter model. 

Thermal Contact Boundary Width: Since the change in tempera-

ure across the thermal contact boundary is small, the width of the

ontact boundary layer ( δ) has a negligible effect on the results. A

alue of 10 −6 m, a reasonable grain size for a basalt boulder, was

sed for all model runs in this study. A comparison to model runs

f a 1 m boulder with a δ of 10 −5 and 10 −7 shows that all three

ases have peak interior stresses within ∼0.6 MPa and peak sur-

ace stresses within ∼0.4 MPa of each other. While not completely

nsignificant, this effect is not strong enough to impact our results

ualitatively. It will have a small quantitative effect, comparable to

hat of some of the material parameters described in Section 3.3 . 

Fixed Regolith Boundary Conditions: We compared the stresses

nduced in a regolith volume with rigid versus periodic displace-

ent boundary conditions. The symmetry of the problem dictates

hat the displacement at these edges is zero, regardless of how the

oundary condition is defined. Thus, the both average and maxi-

um stresses for each boundary condition showed negligible dif-

erences ( < 0.1 MPa). Thus we have determined that implementing

xed boundary conditions on the sides of the regolith will have

egligible effect on our results. 

.2. Solar Disc 

The default settings in COMSOL model the incident radiation

s a point source at infinite distance, with a specified flux. Ac-

ounting for the size of the solar disk in how the flux is defined

n our model is important to ensure the calculation of accurate

emperatures during sunrises and sunsets. These times of day are

ften when the highest stresses are induced, and while the abso-

ute change in temperature may be small when the size of the so-

ar disk is accounted for, the change in calculated stresses is non-

egligible. 

In order to accomplish this, the sun’s angular diameter was cal-

ulated from its position vector. The local solar elevation was cal-

ulated for each point on the geometry, and we adjusted the inci-

ence vector to intersect the center of whatever portion of the disk

as above the local horizon for each time step. We then scaled the

ncident flux by the faction of the solar disk showing above the

ocal horizon. Fig. A1 shows the peak stress in a 1 m lunar boul-

er throughout the course of the day. Stresses induced during both

unrise and sunset are reflected in the profiles because each point

s the maximum stress at a given time, taken from any location

rom within the boulder. The solid line represents peak stress in

http://dx.doi.org/10.13039/100000104
http://dx.doi.org/10.13039/100006196
http://dx.doi.org/10.13039/100006961
http://dx.doi.org/10.13039/100000104
http://dx.doi.org/10.13039/100000104


260 J.L. Molaro et al. / Icarus 294 (2017) 247–261 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

G  

 

H  

 

J  

 

J  

J  

K  

K  

 

K  

 

K

 

 

 

L  

L  

 

L  

M  

M  

 

M  

 

M  

 

M  

 

M  

 

 

O  

O  

 

P  

 

S  

 

S  

 

T  

 

 

 

 

T  

U  

V  

 

 

V  

 

a boulder where the size of the solar disk is accounted for, and

the dotted line for a boulder with the sun as a point source. The

latter case shows artificially increased stresses at the most relevant

times of day, an effect which would be more pronounced in bodies

closer to the sun or rotating more rapidly. We emphasize the im-

portance of accounting for this effect in future studies, particularly

for asteroidal surfaces. 
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