The deep wind structure of the giant planets: Results from an anelastic general circulation model
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ABSTRACT

The giant gas planets have hot convective interiors, and therefore a common assumption is that these deep atmospheres are close to a barotropic state. Here we show using a new anelastic general circulation model that baroclinic vorticity contributions are not negligible, and drive the system away from an isentropic and therefore barotropic state. The motion is still aligned with the direction of the axis of rotation as in a barotropic rotating fluid, but the wind structure has a vertical shear with stronger winds in the atmosphere than in the interior. This shear is associated with baroclinic compressibility effects. Most previous convection models of giant planets have used the Boussinesq approximation, which assumes the density is constant in depth; however, Jupiter's actual density varies by four orders of magnitude through its deep molecular envelope. We therefore developed a new general circulation model (based on the MITgcm) that is anelastic and thereby incorporates this density variation. The model's geometry is a full 3D sphere down to a small inner core. It is nonhydrostatic, uses an equation of state suitable for hydrogen–helium mixtures (SCVH), and is driven by an internal heating profile. We demonstrate the effect of compressibility by comparing anelastic and Boussinesq cases. The simulations develop a mean state that is geostrophic and hydrostatic including the often neglected, but significant, vertical Coriolis contribution. This leads to modification of the standard thermal wind relation for a deep compressible atmosphere. The interior flow organizes in large cyclonically rotating columnar eddies parallel to the rotation axis, which drive upgradient angular momentum eddy fluxes, generating the observed equatorial superrotation. Heat fluxes align with the axis of rotation, and provide a mechanism for the transport of heat poleward, which can cause the observed flat meridional emission. We address the issue of over-forcing which is common in such convection models and analyze the dependence of our results on this; showing that the vertical wind structure is not very sensitive to the Rayleigh number. We also study the effect of rotation, showing how the transition from a rapidly to a slowly rotating system affects the dynamics.
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1. Introduction

One of the most fundamental open questions regarding the atmospheres of the gas giant planets is how deep are the strong winds which are observed in their atmospheres. The winds in the atmospheres of both Jupiter and Saturn are predominantly zonal, reaching 140 m s⁻¹ on Jupiter (Ingersoll, 1990; Porco et al., 2003) and nearly 400 m s⁻¹ on Saturn (Porco et al., 2005). The winds near the equator on both planets are superrotating (eastward), reaching approximately latitude 17° on Jupiter, and latitude 30° on Saturn, roughly symmetric around the equator. Traditionally there have been two essentially decoupled approaches treating the formation of the zonal winds on the giant planets (see Vasavada and Showman, 2005, for a review). The first, based on shallow-water turbulence theory (Rhines, 1975) suggests that the jets emerge from geostrophic turbulence on a rotating sphere (Williams, 1978, 1979; Cho and Polvani, 1996; Smith, 2003; Kaspi and Flierl, 2007; Showman, 2007; Scott and Polvani, 2007), while the other approach (Busse, 1970, 1976) claimed the zonal surface velocities are surface manifestation of concentric rotating cylinders (Taylor columns) penetrating the depth of the planet, and that their interactions are creating the zonal jets. Thus one approach suggested that the jets are shallow (thus constraint to a thin weather-layer) and result from shallow geostrophic turbulence, while the other approach suggested that they are deep (thus penetrating deep into the interior of the planet) and result from deep rotating cylinders. However the source of the forcing (whether deep or shallow) may be decoupled from whether the zonal winds
are deep or shallow (Haynes et al., 1991; Showman et al., 2006; Lian and Showman, 2008). Showman et al. (2006) and Lian and Showman (2008) suggest that deep jets on giant planets might result from shallow forcing, and here we suggest that baroclinic jets which are stronger near the surface can result from deep forcing.

Observational evidence of the deep flows on Jupiter is very limited (Ingersoll et al., 2004). The only direct observation is from the Galileo probe, which showed an increase in zonal velocity from 80 m s⁻¹ to 160 m s⁻¹ down to the 4 bar level and then a constant wind speed down to the 24 bar level (Atkinson et al., 1996). Nevertheless the probe entered a "hot spot" which may not be a good representation of the general flow (Orton et al., 1998; Showman and Dowling, 2000). Indirect observations of the sub-cloud level winds using cloud tracked wind velocities have been inferred by Dowling and Ingersoll (1988) and Dowling and Ingersoll (1989) who suggest based on arguments of conservation of potential vorticity that there must be nonzero zonal winds underlying the great red spot. Conrath et al. (1981) and Gierasch et al. (1986) use thermal wind arguments to show that deep wind are expected beneath the cloud level. However we note that both direct and indirect observations are constrained to a very small fraction of the radius of the planet (the 22 bar level where the Galileo probe was lost is about 0.2% of the radius of the planet), and therefore in the context of this study are considered shallow.

The heat emission on both Jupiter and Saturn has a nearly uniform meridional structure (Ingersoll, 1976; Hanel et al., 1981, 1983) suggesting deep transfer of heat indicating possibly deep flows (Ingersoll and Porco, 1978). Kirk and Stevenson (1987) and Liu et al. (2007) put constraints on the possible extent of deep flows based on the ohmic dissipation created by the zonal flows in an electrically conducting fluid by the magnetic field. Liu et al. (2007) suggest that if the zonal flows in the interior would be as strong as they are on the surface, and the magnetic field can also be deduced by the surface values, then the zonal winds could not penetrate more than 0.95 and 0.87 of the radius on Jupiter and Saturn respectively. In this study we do not include the effect of the magnetic field, however we show that even without the magnetic field acting to dissipate the flow in the interior, interior velocities are weaker than exterior ones as a result of the big radial increase in density. Still, vertical shear due to compressibility does not totally suppress the zonal velocity in the interior.

Several models have shown formation of zonal winds driven by convection in rotating deep spherical shells. Most previous models however have been restricted to using Boussinesq approximations. Sun et al. (1993), Zhang and Schubert (1996), Aurnou and Olson (2001) and Christensen (2002) show numerical experiments of uniform density fluids with zonal patterns appearing on the surface. In some cases these bands were not steady and weaker than the meridional flows. Heimpel et al. (2005) and Heimpel and Aurnou (2007) show superrotating equatorial zonal flow, with higher latitude meridionally confined jets in a Boussinesq model, where the zonal velocities persist throughout the depth of the planet and the meridional extent of the equatorial superrotating jet seems to be set by the location of the bottom boundary.

Clearly, for addressing the vertical structure of the zonal winds we must allow density variations over the depth of the planet. In this work we use the anelastic approximation allowing the mean density to vary by more than four orders of magnitude from top to bottom. In addition we use an equation of state appropriate for high pressure hydrogen and helium mixtures (SVH) (Saumon et al., 1995). We try to decouple our results from the choice of the location of the bottom boundary and therefore push it deep below what is believed to be the boundary of the molecular fluid. To the best of our knowledge no other published model attempted to solve for the full 3D nonhydrostatic dynamics including a realistic density variation and a suitable equation of state. Other attempts using the anelastic approximation (Evonuk and Glatzmaier, 2006; Evonuk, 2008) were limited to 2D cases where they show how expansion of a rising convecting fluid due to the density stratification can drive differential rotation on the equatorial plane. Other 3D general circulation models for Jupiter (cf. Yamazaki et al., 2004; Dowling et al., 2006) were hydrostatic and confined to atmospheric shallow type systems.

Based on emission measurements and on theoretical models it is believed that the deep atmosphere is convective (Hubbard, 1984; Guillot, 2005). A common assumption is that if the interior is convective it is close to a purely barotropic state. This is based on the assumption that convective mixing homogenizes the entropy, and causes uniform mixing limiting the density variations on constant pressure surfaces. We note two points: First convection tends to form plumes meaning that even if the atmosphere is driven by strong convection, since the regions of strong upwelling plumes tend to be very localized (Lindzen, 1977) much of the atmosphere may be slightly stably stratified with small regions of convectively unstable plumes, and the atmosphere can still have horizontal density gradients. Earth's tropical atmosphere is an example of such a case. Secondly, the density anomalies are not just a function of entropy (or temperature) anomalies, but must include a second thermodynamical variable. Expressing the density variation in terms of entropy and pressure we find that the pressure gradients contribute significantly to the density gradients, and thus giving a big baroclinic contribution. We find that the baroclinic shear is caused mainly by these compressible effects.

We begin in Section 2 by reviewing the anelastic system. We show that the form of the anelastic system we use is equivalent to other forms such that of Ingersoll and Pollard (1982), and thus is not limited to a specific form of the equation of state. In Section 3 we introduce the new general circulation model, and discuss how it is applied to the giant planets including a realistic reference state, equation of state, and forcing profile. We present the numerical results in Section 4 beginning with demonstrating the effects of compressibility on the dynamics by comparing the zonal velocity structure from the anelastic results to the results limited to Boussinesq dynamics. Then we analyze the basic balances using the numerical results, and show the differences when considering a deep atmosphere rather than one restricted to a thin spherical shell. We focus on the vorticity balance showing both barotropic and baroclinic limits, and show that in the anelastic convective system baroclinic contributions are important, so that compressible baroclinic effects cause zonal wind shear in the direction of the axis of rotation.

In Section 5 we analyze the angular momentum and heat flux budgets, and show the roles of eddy versus mean fluxes in driving the circulation. We find that angular momentum eddy fluxes play an important role in transporting angular momentum to the equator and forming the equatorial superrotating zonal flows. We show the details of the interior circulation including the formation of large scale columnar structures, which have been suggested in qualitative studies (Busse, 1976), but here we show them explicitly in a fully turbulent 3D model. The numerical results show that the convectively driven flow in steady state is in a state in between having Taylor columns, thus constant zonal velocity along the direction of the rotation axis, and constant momentum along this direction. Then we further discuss the role of rotation, showing that the character of the flow, and the direction of the equatorial zonal velocity, can be characterized by a single nondimensional number. In Section 6 we use scaling arguments to better relate the results of the numerical model to convection on Jupiter. Particularly we discuss the issue of over-forcing, and show that for the parameter regime studied the baroclinic structure of the velocity is independent of the Rayleigh number.
2. The anelastic system

The anelastic approximation was first introduced by Batchelor (1953) for a adiabatically stratified, horizontally uniform reference state. Then it was more rigorously presented by Ogura and Phillips (1962) in order to filter sound waves in a nonhydrostatic system. They perform a linearization around a specified isentropic state (\(\tilde{s}\)) which defines a radially dependent reference pressure \(\tilde{p}(r)\) and density \(\tilde{\rho}(r)\). The mass equation loses the \(\frac{\partial \rho}{\partial t}\) term (thereby eliminating the fast sound waves); Ogura and Phillips showed that with suitable changes in other equations and using an ideal gas, the anelastic system conserves energy. Durran (1989) showed that for an isentropic reference state the anelastic system coincides with that of Ingersoll and Pollard (1982), where the similarity to Eq.(8) can be noticed. This form shows the resemblance of the anelastic system to the Boussinesq system. In the anelastic-isentropic system the natural variable for buoyancy is entropy, rather than density, due to the constant background entropy (rather than density in the Boussinesq system). In addition the anelastic potential (9) is defined instead of the pure pressure anomaly as in the Boussinesq system.

We define a basic state which is hydrostatic so that

\[
\nabla \tilde{p} = -\tilde{\rho} \nabla \Phi,
\]

where the symbol \(\tilde{\cdot}\) in Eq. (2) denotes the radially dependent reference density and pressure. The temporal and spatial variations from this mean state are denoted with a prime (\(\rho', p'\)), and are assumed to be smaller than the mean state, so that the total density and pressure are defined as

\[
\rho = \tilde{\rho}(r) + \rho' (\phi, \theta, r, t),
\]

\[
p = \tilde{p}(r) + p' (\phi, \theta, r, t),
\]

where \(\phi\) is the longitude, \(\theta\) is the latitude and \(r\) is the radial coordinate. Unlike the Boussinesq system, the mean density does vary radially. Then to the leading order the momentum equation becomes

\[
\frac{\partial \mathbf{u}}{\partial t} + (2\Omega + \mathbf{\omega}) \times \mathbf{u} = -\frac{1}{\tilde{\rho}} \nabla p - \nabla \left(\frac{1}{2} \mathbf{u}^2 + \Phi\right) + \nu \nabla^2 \mathbf{u},
\]

where \(\mathbf{u}\) is the 3D velocity vector, \(\mathbf{\omega}\) is the vorticity vector (\(\omega = \nabla \times \mathbf{u}\)), \(\Omega\) is the planetary rotation vector, \(\Phi\) is the gravitational potential (\(\nabla \Phi = g\)), \(\nu\) is the eddy viscosity, and \(p\) and \(\rho\) are the pressure and density fields respectively (Pedlosky, 1987). We define a basic state which is hydrostatic so that

\[
\nabla \tilde{p} = -\tilde{\rho} \nabla \Phi,
\]

which can be used on the right hand side of (8) to give a buoyancy term of the form \(-\nabla T s'\).

With the anelastic approximation the continuity equation takes the form

\[
\nabla \cdot (\tilde{\rho} \mathbf{u}) = 0,
\]

thus assuming density fluctuation are small compared to the radially varying mean and eliminating sound waves. This form however allows accounting for the mean variation in density, which for Jupiter and Saturn spans four orders of magnitudes from the cloud level to the bottom of the molecular fluid. Using the anelastic approximation for an isentropic basic state yields a thermodynamic equation

\[
\frac{\partial s'}{\partial t} + \frac{1}{\tilde{\rho}} \nabla \cdot (\tilde{\rho} \mathbf{u} s') - \frac{1}{\tilde{\rho}} \nabla \cdot (\kappa \nabla s') = \frac{Q}{\tilde{T}},
\]

where \(Q\) is the heating rate per unit mass, and \(\kappa\) is the eddy thermal diffusivity which parametrizes small scale turbulent processes. Then the system (5), (11), (12) can be closed using an equation of state relating density, pressure and entropy fluctuations. In the next section we discuss applying this system to a general circulation model and the details of the equation of state.

3. A deep anelastic general circulation model

We have modified the state-of-the-art MITgcm (Marshall et al., 1997; Adcroft et al., 2007) designed for the dynamics of oceans and atmospheres, and adapted it to giant planets. We have augmented the nonhydrostatic version so that the grid can reach deep into the planet’s interior, including the strong variations in gravity and
equation of state. This extension allows the GCM to treat the complete dynamics of a whole sphere of gas instead of just a spherical shell. There is great uncertainty regarding the vertical extent of the dynamical region within the planets interior. Most previous studies have treated a shallower region than we have done here (e.g. Sun et al., 1993; Heimpel et al., 2005). However, it has not been clear how much that choice influences the results (in particular the meridional extent of the superrotation). One of the goals of this work is to study the influence of compressible effects decoupled from influence of the bottom boundary, and therefore we deliberately push the bottom boundary deep even beyond what is generally accepted for giant planets. In Kaspi (2008) we study the dependence of the dynamics on the location of the bottom boundary. As discussed in the introduction, MHD effects, which we do not include here, might put additional limitations on the dynamics (Liu et al., 2007). However, the emphasis here is to study the effects of compressibility on the deep dynamics even without the additional MHD effects.

Traditionally in atmospheric models, the compressible gas is treated by using pressure coordinates as the vertical coordinates, which makes the treatment essentially equivalent to a Boussinesq fluid (Holton, 1992). However, working in pressure coordinates in a nonhydrostatic model brings additional difficulties. To allow the model to be both nonhydrostatic (which is necessary since we wish to study convection and because the Coriolis terms in the vertical momentum equation are not small) and compressible, we include these effects by applying the anelastic approximation, thereby keeping the major effects of the density variation in the mass equation (11).

The anelastic system of Eqs. (5), (11), (12) is solved for the velocity, density, pressure and entropy. To close the system we use an equation of state suitable for high pressure hydrogen as given by Saumon et al. (1995). This equation of state accounts for the variation of the gas properties ranging from close to an ideal gas in the upper levels, to a dense plasma in the interior. The details of the equation of state and its application to the model are given in the section below.

3.1. The equation of state and reference state

The gas is primarily composed of hydrogen and helium with small amounts of heavier elements. At low temperatures and pressures in the outer regions of the planet, hydrogen is a molecular gas and the equation of state may be approximated as an ideal gas. Deeper into the interior, however, due to the high densities and relatively low temperatures (compared to stars), the giant planets lie in an extremely complex thermodynamic regime. The main factors that separate the gas under these conditions from ideal gas behavior are pressure ionization, electron degeneracy, and Coulomb interactions (Guillot, 2005). We use the SCVH equation of state (Saumon et al., 1995), calculated specifically for high pressure hydrogen, including these thermodynamic complexities. The pressure-temperature-density relationship for hydrogen is shown in Fig. 1, where it can be seen that up to about 1 kbar (less than 1% of the radius of Jupiter) the SCVH equation of state is close to an ideal gas, but it differs substantially for the interior.

As discussed in Section 2, using an adiabatic reference state allows the anelastic system to be energetically consistent. This does not limit the form of the equation of state and, for a convective driven interior, is therefore a reasonable approximation (Kaspi, 2008). The Galileo probe has found the atmosphere to be close to a dry adiabat deeper than the 1 bar level (Seiff et al., 1997). We find that, when taking this value of entropy from the Galileo probe measurement and using it as the adiabat with the SCVH equation of state, the adiabatic profile matches well previous estimates of the interior mean density–temperature–pressure profile (Guillot and Morel, 1995). We therefore use this “Galileo adiabat” as our reference state for the model. The variation from this reference entropy is computed dynamically. The vertical grid is chosen so that grid spacing follows a constant mean pressure ratio between levels. Relating each pressure level to its vertical depth is set following calculations of Guillot and Morel (1995), and Guillot et al. (2004). Once the constant entropy (3), and the mean reference pressure for every vertical grid point are set, the reference temperature and density can be found from the SCVH equation of state. Integrating the reference density allows calculating the gravitational acceleration at every vertical grid point by

\[
g(r) = \frac{4\pi G}{r^2} \int_0^r \tilde{\rho}(r') r'^2 \, dr',
\]

where \(G\) is the Cavendish constant, so that the gravitational acceleration is also a function of depth. Note that for Jupiter parameters this radial dependence leads to a maximum in \(g(r)\) within the interior of the planet. Fig. 2 shows these reference fields as a function of depth. For the dynamics only \(\tilde{\rho}(r)\) and \(g(r)\) come in, where the \(T(r)\) is used only in the calculation of the forcing profile (see Section 3.2). For every vertical level separately we then fit a polynomial to the SCVH equation of state for the variation in density so that

\[
\rho(s, p) = \tilde{\rho} + \left(\frac{\partial \rho}{\partial s}\right)_p s' + \left(\frac{\partial \rho}{\partial p}\right)_s p',
\]

where the derivatives are calculated from the SCVH polynomial for each reference pressure, and \(s'\) and \(p'\) come dynamically from the model equations. This variation in density feeds back to the model dynamics, and thus we have a fully coupled fluid dynamic-thermodynamic system. The modification of the density–pressure–temperature–entropy relationship is a considerable improvement to the existing dynamical models, and gives a much better representation of the planet’s interior and its interactions with the outer atmosphere.

3.2. Forcing

Jupiter and Saturn emit more energy than they receive from the sun (Hanel et al., 1981, 1983), and therefore internal heat is
transported from the planet’s interior to space. The structure of the planet is related to the mechanisms transporting the heat; it is estimated that convection is responsible for most of the heat transport on the giant planets (Guillot et al., 2004). Since we are resolving (albeit coarsely) the convection, the heating term in Eq. (12) is that arising from the divergence of the nonconvective heat fluxes—conductive and radiative.

The entropy of the planet is decreasing at all depths as the gas contracts; the driving for the convection arises when this cooling occurs more rapidly at the surface than at depth. We can equate the global average cooling to a very slow decrease in \( \tilde{s} \)

\[
\frac{\partial \tilde{s}}{\partial t} = \left( \frac{Q_{\text{total}}}{\bar{T}} \right),
\]

(15)

where \( \tilde{T} \) is the vertical temperature profile calculated from the equation of state, and the brackets represent a density-weighted volume average defined as

\[
\langle \cdot \rangle = \frac{1}{\int \rho r^2 \, dr} \int \langle \cdot \rangle \rho r^2 \, dr.
\]

(16)

The \( Q/\tilde{T} \) term in Eq. (12) represents the deviation from this average \( Q_{\text{total}}/\bar{T} - \langle Q_{\text{total}}/\bar{T} \rangle \). Thus we have constrained the heating so that, when integrated over the whole mass of the model, the total forcing will be zero, and no net heat is added (or lost) from the system at every time step.

We assume that the transport of heat is diffusive (Kippenhahn and Weigert, 1990) so the heating has the form

\[
Q = \eta C_v \kappa \nabla^2 \tilde{T},
\]

(17)

where \( C_v \) is the specific heat for constant volume, \( \eta \) is a value that sets the magnitude of the heating and is set by the Rayleigh number, and for simplicity we use the same conductivity used for the entropy equation \( \kappa \), and represents the combined effects of radiative transfer, conduction, and sub-grid scale motions (which may include small-scale convection). To ensure no net heat gain or loss for \( s' \), we shift the profile to give the heating associated with the long time scale cooling. Then the thermodynamic equation (12) including the explicit forcing becomes

\[
\frac{\partial s'}{\partial t} + \frac{1}{\rho} \nabla \cdot (\tilde{\rho} \mathbf{u} s') - \kappa \nabla^2 s' = \eta C_v \kappa \left( \frac{\nabla^2 \tilde{T}}{\bar{T}} - \left( \frac{\nabla^2 \tilde{T}}{\bar{T}} \right) \right).
\]

(18)

The vertical profile of the heating rate as given by the right hand side of (18), calculated using the \( \tilde{T}(r) \) profile, is shown in Fig. 3. The entropy flux \( \langle F \rangle \) is related to the heating rate by \( \frac{Q}{\bar{T}} = \frac{1}{r^2} \int \frac{\rho Q}{\bar{T}} r^2 \, dr + F_0 \)

(19)

where \( F_0 \) is zero since the flux at the bottom is zero. The normalized heating rate and heat flux are shown in Fig. 3. Note that the flux out of the atmosphere is effectively zero, which is different from Rayleigh–Benard type convection models, that effectively have large outgoing heat fluxes. The interior heat fluxes are very large but compensate for the use of large eddy viscosity terms which are big due to grid size computational limitations. We discuss this issue more in Section 6. We find the model not to be very sensitive to the specific vertical profile of the forcing. To be consistent with the formalism of the MITgcm we define entropy in terms of potential temperature in reference to a reference level. The choice of this level does not affect the dynamics but sets the value of this revised entropy and sets our entropy in units of potential temperature (Kaspi, 2008).

3.3. Model summary

The model solves the full 3D spherical momentum equations with no thin-spherical shell approximations. The mass equation contains compressibility effects, with the mean density varying radially. The thermodynamic equation is expressed in terms of entropy and contains both advection and diffusion of entropy. The equation of state for the variation in density includes both entropy and pressure fluctuations, and the vertically dependent coefficients
are given by the SCVH equation of state. This forms a system of six equations (5), (11), (12) and (14) solved for the six unknowns \( u, v, w, s', \rho', \) and \( p' \). The gravitational acceleration \( g(r) \) is calculated from the mean density (13). To keep the parameter range simple, and since the grid spacing is fairly uniform (horizontal scales are similar to vertical scales), we use the same viscosity and diffusivity parameters in all the equations. Therefore given the planet’s rotation period, the only free parameters are the viscosity \( \nu \), diffusivity \( \kappa \) and the magnitude of the forcing \( \eta \). These parameters are set by three nondimensional numbers which control the system; the Prandtl (viscosity vs. conductivity), Ekman (viscous damping vs. rotation) and Rayleigh number (heat flux vs. viscous and thermal damping). These numbers are given by

\[
Pr = \frac{\nu}{\kappa}, \quad Ek = \frac{\nu}{\Omega H^2}, \quad Ra_F = \frac{\alpha_T g F H^4}{C_p \rho \nu \kappa^2},
\]

(20)

where \( H \) is the total vertical extent of the model, \( \alpha_T \) is the thermal expansion coefficient, and \( F \) is the flux given by Eq. (19). Note that unlike the Rayleigh–Benard type Rayleigh number, this Rayleigh number \( (Ra_F) \) is given in terms of the heat flux and not the temperature contrast between the boundaries, and therefore more appropriate for this model. Since \( \alpha_T, g, C_p, \bar{\rho} \) and \( F \) are all varying radially we define the effective Rayleigh number as a the mass averaged value of these properties

\[
Ra_F = 1 \frac{H^4}{\nu \kappa^2} \left( \frac{\alpha_T g F}{\bar{\rho} C_p} \right).
\]

(21)

where the mass average \( \langle \cdot \rangle \) is defined in Eq. (16). Equations (5), (11), (12) can be written in terms of these nondimensional numbers. A useful measure, which was introduced by Christensen (2002), for the Boussinesq case, is the modified Rayleigh number \( Ra_F = Ra E k^4 \nu^2 \), which eliminates the dependence on viscosity and thermal diffusivity, and therefore is a measure of solely forcing and rotation period. For the anelastic case we define this value as

\[
Ra_\alpha = \frac{1}{\Omega^3 H^2} \left( \frac{\alpha_T g F}{\bar{\rho} C_p} \right)
\]

(22)

In the limit of constant properties within the integral in Eq. (22) the modified Rayleigh number coincides with that of Christensen (2002). We note that although adopting this terminology this parameter is essentially different from a Rayleigh number which relates a buoyancy time scale to a diffusive and a viscous time scale, while this modified Rayleigh number relates the buoyancy time scale and the rotation time scale.

For this study we use a horizontal model resolution of 1° in both latitude and longitude, and 120 vertical levels extending to 0.55 of the radius of the planet. The vertical extent corresponds to a pressure variation ranging between 1 bar in the upper layer to 12 Mbars in the interior with a constant pressure increase between vertical levels, resulting in an increasingly coarser grid toward the interior. As mentioned before the choice of the relatively deep bottom boundary was chosen in attempt to decouple the dynamics in the upper levels from the choice of the bottom boundary. In Kaspi (2008) we vary the aspect ratio between the inner and outer shell from 0.9 to 0.07 and study the effect of the location of the bottom boundary on the dynamics. The latitudinal extent of the results shown here is from 80° N to 80° S, thus excluding the poles due to numerical limitations. For the analysis presented here we have used both a full longitudinal spherical extent of 360° and a quarter-sphere configuration of 90°. The quarter-sphere configuration is chosen for numerical convenience and is compared to the full sphere configuration in Kaspi (2008), as well as cases with different horizontal and vertical resolution. None of these choices effect qualitatively the results. Slip boundary conditions have been applied to both the bottom and meridional boundaries and a free surface is applied to the upper boundary (Campin et al., 2004). There is no heat flux through the boundaries as shown in Fig. 3.

We use Jupiter values for all parameters, including the reference state and the equation of state as discussed in Section 3.1. All results presented here are from instantaneous temporal snapshots of the model after reaching a statistical steady state.

4. Numerical results

4.1. The zonal velocity structure: Anelastic vs. Boussinesq

We begin by looking at the zonal wind structure in steady state. To better understand the effect of compressibility and to better compare to previous Boussinesq results (e.g. Heimpel and Aurnou, 2007) we begin by comparing the zonal velocity structure in two similar runs, one anelastic and one Boussinesq. The anelastic case has the density varying by four orders of magnitude from the top level (0.15 kg m^{-3}) to the interior (2264 kg m^{-3}) as shown in Fig. 2, while the Boussinesq case is set so that the mean density is constant and equal to the weighted averaged density of the anelastic case (921 kg m^{-3}). Fig. 4 shows the zonally averaged zonal velocity at statistically steady state for a case where the anelastic and Boussinesq experiments have similar magnitudes of their zonal velocity. Both cases are 1 degree resolution runs with 120 vertical levels, and similar geometry and forcing. For the Boussinesq runs since the mean density does not depend on pressure, the density anomaly (7) is just a function of entropy and not of pressure.

Both runs have a similar velocity structure at the surface; however while the Boussinesq run is barotropic (in the direction of the axis of rotation–z) with strong velocities in the interior, the anelastic case is baroclinic near the surface with strong shears, in the direction of the axis of rotation, at middle and high latitudes with a weaker baroclinic structure (though still not barotropic) closer to the equator. The Boussinesq velocity structure is similar to that seen in previous Boussinesq convection models (e.g. Christensen, 2002). The meridional extent of the superrotation is similar in both cases, and is wider than the superrotating jet on Jupiter. However we find that for a sufficiently shallow system, when the bottom boundary of the model is closer to the upper
surface, the meridional extent of the superrotation is smaller. Comparing to the width of the superrotation on Jupiter, may imply on the depth on the zonal flow as suggested by Heimpel and Aurnou (2007). In Kaspi (2008) we compare the width of the superrotating jet for different parameter values including the aspect ratio of the inner and outer shell showing this dependence. For the purpose of this study, focusing on the baroclinic wind structure, we will keep the bottom boundary deep. We also note that since the jets are wide the barotropic stability criterion is not violated as observed on Jupiter (Ingersoll and Pollard, 1982). Baroclinic processes caused by meridionally varying solar forcing (emitted from this version of the model) can create sharper jets and violation of the barotropic stability criterion (Kaspi and Flierl, 2007).

To look at the baroclinic structure along the z-axis more specifically we look at the zonal velocity along sections parallel to the direction of the rotation axis for Boussinesq and anelastic runs with similar Rayleigh numbers. In Fig. 5 each zonal velocity section extends parallel to the axis of rotation from the surface to the equatorial plane, and is denoted by the latitude in which it intersects the surface. It shows the wind shear and the much more baroclinic structure in the anelastic case, though interior velocities do not vanish. In the following sections we focus on understanding the structure of the zonal wind for both cases.

4.2. Basic balances

We now turn to a mechanistic understanding of the wind structure. Considering the momentum equation for a rotating fluid \((\ref{eq:momentum})\) we note that in the deep system, a priori all four Coriolis terms contribute to the balance. Typically in oceanic and atmospheric applications (Pedlosky, 1987), since the motion is confined to a thin spherical shell, some of the Coriolis and metric terms can be neglected. However, when studying the dynamics of a full sphere, these terms are not small. In a shallow system, due to the small aspect ratio between vertical and horizontal lengths, the Coriolis term associated with the vertical velocity in the horizontal momentum equation, and the Coriolis term associated with the zonal velocity in the vertical momentum equation are typically neglected. This leads the vertical momentum equation, for small Rossby numbers, to be to the leading order hydrostatic (beyond the hydrostatic basic state). We emphasize that we do not make any of these approximations in our numerical model, and the importance of these typically neglected terms is discussed further below. Similarly in the deep system where \(r\) varies considerably, the metric terms maybe important for higher orders. We begin by looking at the leading order balances in statistical steady state. These balances are important for understanding the key physical mechanisms in the dynamics, and for further analysis when developing theories with higher order expansions. Therefore beginning with the zonal momentum balance, for small Rossby and Ekman numbers the leading order terms in the momentum equations \((\ref{eq:momentum})\), \((\ref{eq:momentum2})\) in spherical coordinates give

\[
-2\Omega \sin \theta v + 2\Omega \cos \theta w = -\frac{1}{\rho r \cos \theta} \frac{\partial p'}{\partial \phi},
\]

\[
2\Omega \sin \theta u = -\frac{1}{\rho r} \frac{\partial p'}{\partial \theta},
\]

\[
-2\Omega \cos \theta u = -\frac{1}{\rho} \frac{\partial p'}{\partial r} - \frac{\rho'}{\rho} g = -\frac{\partial p'}{\partial r} + \alpha s g',
\]

where all variables have been defined previously in Section 2. Density and pressure have been expanded as in Eqs. \((\ref{eq:density})\), \((\ref{eq:pressure})\) to a mean horizontally independent hydrostatic part and an anomaly, and all four Coriolis terms appear in the leading order balance.
We demonstrate these balances numerically below. In Fig. 6 we show that to the first order with Jupiter parameters the zonal flow is in geostrophic balance; thus (24) holds. In Eq. (23) the zonally averaged Coriolis terms balance each other. The ageostrophic contributions to the meridional momentum equation are an order of magnitude smaller and are dominated by the convection, which gives the signature of plumes aligned with the axis of rotation. This implies that for the parameter regime of Jupiter the assumption of a small Rossby number, which will be used in later analysis, is valid. In the deep spherical shell much of the intuition such as the vertical momentum balance being close to hydrostatic, or the similar scaling of zonal and meridional motions do not hold. In fact, as seen when zonally averaging equation (23), the vertical and meridional velocities tend to be closely linked. The numerical results presented here have Rayleigh, Ekman and Prandtl numbers as defined in Eq. (20), and are $1 \times 10^5$, $1.5 \times 10^{-4}$ and 10 and respectively. The choice of high Rayleigh and Prandtl numbers and a low Ekman number is to make the flow as turbulent as possible. When experimenting with the parameters the results do not change qualitatively (Kaspi, 2008), and the relation to the parameter regime of the giant planets is discussed further in Section 6.

Next we look at the vertical momentum balance. In the traditional shallow type system the leading order balance would be between the vertical pressure gradient and buoyancy giving hydrostatic balance (beyond the higher order basic state hydrostatic balance in Eq. (2)). However due to the large aspect ratio, the Coriolis acceleration in the vertical momentum balance is not negligible. In Fig. 7 we show that the difference between the hydrostatic terms is almost exactly the vertical momentum equation Coriolis term. This verifies that Eq. (25) is indeed the leading order balance. This is important when looking at thermal wind balance for the deep system which we do in Section 4.3. Therefore we refer to the basic balance being geostrophic and hydrostatic, but unlike the classic shallow fluid case it includes the nonnegligible vertical Coriolis term.

4.3. Thermal wind balance for the deep anelastic system

Next we revisit the thermal wind relation for a deep atmosphere. As discussed in Section 4.2 the aspect ratio between vertical and horizontal scale is not small, and therefore the Coriolis term in the vertical equation and the one associated with vertical motion in the zonal equation are not negligible. We are interested in the effect of the Coriolis terms and the density gradient on the velocity structure. Taking the radial derivative of the meridional equation and using the vertical momentum equation gives

$$\frac{\partial u}{\partial z} = \frac{g}{2r^2 \rho} (\frac{\partial p}{\partial \rho} - \frac{1}{\rho} \frac{\partial \rho}{\partial \rho} \cot \theta u - \frac{1}{r \frac{\partial \rho}{\partial \theta} \frac{\partial \rho}{\partial r} \frac{\partial \rho}{\partial u}}). \tag{26}$$

More information would be needed to get independent expressions for the vertical and latitudinal velocity gradients, but noting that the derivative in the direction parallel to the axis of rotation is given by

$$\frac{\partial}{\partial z} = \sin \theta \frac{\partial}{\partial r} + \cos \theta \frac{1}{r \frac{\partial \theta}{\partial r}}, \tag{27}$$

allows writing the zonal velocity gradient in the direction parallel to the rotation axis as

$$\frac{\partial u}{\partial z} = \frac{g}{2r^2 \rho} \frac{\partial p}{\partial \rho} - \frac{u}{r \frac{\partial \theta}{\partial \rho} \frac{\partial \rho}{\partial r} \frac{\partial \rho}{\partial u}}. \tag{28}$$

This expression includes nonorthogonal derivatives, unlike the standard approximation (Pedlosky, 1987) which is sufficient for a
shallow system where the shear is associated with the perpendicular density gradient. In addition the zonal velocity gradient has contributions from both the vertical and latitudinal density gradients. Note that all terms on the right hand side have the mean density in the denominator. If density gradients driven by the internal convection have roughly the same scale on the top and bottom of the deep atmosphere, while the density is much bigger at the bottom rather than on top, one may expect a stronger vertical shear on top than at the bottom. Scaling the terms in Eq. (28) shows that the second term on the right hand side is an order $\rho'/\tilde{\rho}$ smaller than the other terms. Then the leading order balance becomes approximately

$$\frac{\partial u}{\partial z} = \frac{g}{2\Omega\tilde{\rho}} \frac{\partial \rho'}{\partial s} - \frac{1}{\tilde{\rho}} \frac{\partial\tilde{\rho}}{\partial r} u \sin \theta. \quad (29)$$

Therefore the shear in the direction of the rotation axis is composed of the meridional density anomaly gradient and the vertical mean density gradient. In Section 4.4 we show numerically how each of these varies spatially.

### 4.4. The role of compressibility in the baroclinic vorticity production

The balance between the full velocity gradients and the density gradients can be obtained by taking directly the curl of the 3D momentum equation (1), multiplied by the full density gradients can be obtained by taking directly the curl of the 3D

$$2\Omega \nabla \cdot \left( \rho \mathbf{u} \right) - 2\Omega \cdot \nabla \left( \rho \mathbf{u} \right) = -\nabla \times \mathbf{g}. \quad (30)$$

Then, assuming the density has a mean horizontally independent hydrostatic part and a smaller anomaly (3), and applying the anelastic approximation (11) gives

$$2\Omega \cdot \nabla (\tilde{\rho} \mathbf{u}) = \nabla \times \mathbf{g} \quad (31)$$

which is similar to the zonal component of (29). In the Boussinesq limit this gives the standard thermal wind relation. Note that if the right side would vanish this would not be the barotropic limit, since in the barotropic limit the cross product of the full density gradient and full pressure gradient vanishes. To see the barotropic limit we rewrite the right hand side of Eq. (31) using (2) as

$$\nabla \rho' \times \mathbf{g} = \frac{1}{\tilde{\rho}} \nabla \tilde{\rho} \times \nabla p' - \frac{1}{\tilde{\rho}} \nabla \tilde{\rho} \times \nabla p, \quad (32)$$

where we have expanded both density and pressure to a hydrostatic part and a smaller anomaly as in Eqs. (3), (4). We have used the fact that the cross product of the mean density and mean pressure gradients is identical zero and dropped higher order terms. In the barotropic limit the second term on the right hand side of Eq. (32) is identical zero, and for a geostrophically balanced fluid the first term would give

$$\frac{1}{\tilde{\rho}} \nabla \tilde{\rho} \times \nabla p' = \frac{1}{\tilde{\rho}} \nabla \tilde{\rho} \times \left( \tilde{\rho} 2\Omega \times \mathbf{u} \right)$$

$$= (\tilde{\rho} \tilde{\Omega} \cdot \mathbf{V}) - 2\Omega \tilde{\rho} \tilde{\Omega} \cdot \mathbf{V} \cdot \mathbf{u} = 0. \quad (33)$$

Using the anelastic approximation and expanding the right hand side of Eq. (30) with (33) gives

$$2\Omega \tilde{\rho} \tilde{\Omega} \cdot \mathbf{V} - 2\Omega \tilde{\rho} \tilde{\Omega} \cdot \mathbf{V} \cdot \mathbf{u} = 0. \quad (34)$$

which is the classic Taylor–Proudman theorem for a barotropic fluid (Pedlosky, 1987). Thus if the fluid is barotropic we would expect that the zonal velocity is independent of the direction parallel to the rotation axis and, if the fluid is also Boussinesq we expect that the full velocity vector is independent of this direction. We are interested though in going away from these two limits and studying the role of the baroclinic effects in an anelastic fluid driven by convection. The convection makes the density gradients nonzero, and the level of baroclinicity will set how far the system is from the Taylor–Proudman regime. The baroclinic form of Eq. (34) can be seen by taking the curl of the momentum equation (1) (without multiplying by the density first). Then for small Rossby and Ekman numbers, and expanding again as in Eqs. (3), (4) gives

$$2\Omega \tilde{\rho} \cdot \nabla \mathbf{u} - 2\Omega \tilde{\rho} \nabla \cdot \mathbf{u} = -\frac{1}{\tilde{\rho}} [\nabla \tilde{\rho} \times \nabla p' + \nabla \rho' \times \nabla \tilde{p}]. \quad (35)$$

Expressing the density in terms of pressure and entropy as in Eq. (6)

$$\nabla \rho'(s, p) = \left( \frac{\partial \rho}{\partial s} \right)_p \nabla s' + \left( \frac{\partial \rho}{\partial p} \right)_s \nabla p', \quad (36)$$

allows rewriting the vorticity equation (35) for an adiabatic reference state to the lowest order as

$$2\Omega \tilde{\rho} \cdot \nabla \mathbf{u} - 2\Omega \tilde{\rho} \nabla \cdot \mathbf{u} = -\frac{1}{\tilde{\rho}} \left( \frac{\partial \rho}{\partial s} \right)_p \nabla s' \times \nabla \tilde{p}$$

$$= \left( \frac{\partial \rho}{\partial s} \right)_p \nabla s' \times \mathbf{g}. \quad (37)$$

Hence, Eqs. (31) and (37) give two equivalent forms of the vorticity equation where the baroclinic terms are given once in terms of the density gradients, and once in terms of the entropy gradients. We have shown in Section 2 that for an anelastic and adiabatic fluid the buoyancy naturally is given in terms of entropy rather than density (since the background density is varying while the entropy is not). Therefore this form of the vorticity equation (37) is consistent with the barotropic limit where the right hand side vanishes. However, while in a Boussinesq fluid the velocity divergence vanish as well, giving the standard Taylor–Proudman theorem, in the anelastic case it will not and therefore the velocity gradient will depend on the compressibility.

To understand the role of the pressure gradient from Eq. (36) in Eq. (31) we consider only the zonal component of Eqs. (37) and (31), so that

$$2\Omega \frac{\partial u}{\partial z} = -\alpha_s g \frac{\partial s'}{r} \frac{\partial \tilde{\rho}}{\partial \theta} \quad (38)$$

$$2\Omega \frac{\partial \tilde{\rho}}{\partial z} (\tilde{\rho} \mathbf{u}) = -\beta g \frac{\partial \tilde{\rho}}{r} \frac{\partial \tilde{\rho}}{\partial \theta} + \beta \tilde{g} \frac{\partial \tilde{\rho}}{r} \frac{\partial \tilde{p}'}{\partial \theta}, \quad (39)$$

where $\alpha_s$ and $\beta$ are the isentropic and isobaric coefficients defined in Eq. (7). Note that $\alpha_s$ and $\beta$ depend directly on $1/\tilde{\rho}$ and therefore for the anelastic case can vary considerably with depth. Subtracting Eq. (38) from Eq. (39) shows that the relation

$$2\Omega u \frac{\partial \tilde{\rho}}{\partial z} = \beta g \frac{\partial \tilde{\rho}}{r} \frac{\partial \tilde{p}'}{\partial \theta} \quad (40)$$

must hold. This means that the pressure contribution to the density anomaly accounts for the variation in the mean density. Expression (39) then suggests a few possible situations: if the contribution of Eq. (40) to the right hand side of Eq. (39) is small, then the zonal velocity gradient would depend on the derivative of the entropy anomalies. In the barotropic limit this would give the standard invariance of $u$ in the direction parallel to the axis of rotation, similar to the barotropic Boussinesq case. However if the contribution of Eq. (40) is not small then compressible effects are important. In a particular case where the two terms on the right hand side of Eq. (39) cancel each other then we expect the zonal momentum $(\tilde{\rho} \mathbf{u})$ to be constant along the $z$ axis.

We find that in the statistical steady state of our numerical simulations, the system is in a state in between these two extreme scenarios and that this level of baroclinicity depends greatly on latitude. We find this to be the case consistently for different model parameters and different model resolutions (Kaspi, 2008). In Fig. 8
we look at each of the terms in the vorticity equation to see its relevant contribution in Eq. (39). We can see that the contribution of pressure anomalies to the density anomalies is large especially around the upper boundary, while the entropy contribution is larger in the interior. If we would not have included the pressure variation contribution to density, then the density represented only by entropy anomalies will not be balancing the compressible vorticity production (compressible part of the left hand side of Eq. (39)). In a case of small enough entropy anomalies this will lead to appearance of having $\dot{\rho} u$ close to constant along the direction of the rotation axis. Therefore we conclude that the pressure contribution to density gradients is crucial when using the anelastic approximation. In a Boussinesq system where the system has a constant mean density the perturbation can be described by only the entropy.

In order to understand the zonal velocity vertical structure we look in Fig. 9 at how the density anomalies discussed above contribute to the shear (through Eqs. (31) and (37)). First we note that looking at the two right panels shows that relation (31) holds as we expect for a small Rossby number. Then breaking this balance into its components on the two left panels shows that at low latitudes the $z$-shear of the zonal velocity itself is smaller than at high latitudes, but at the higher latitudes where the $z$-shear of zonal velocity is larger it is accompanied by a compensating shear in $\dot{\rho}$ leading to a partial cancellation of these two contributions. Therefore due to the effect of compressibility the zonal velocity develops shear along the direction of the axis of rotation.

5. The eddy driven circulation

5.1. Angular momentum balance

In Section 4 we showed that the convectively driven circulation is to the leading order geostrophic and hydrostatic including the full 3D Coriolis vector. We showed these balances for the zonally averaged meridional and vertical momentum balances (Figs. 6 and 7). For the zonally averaged zonal momentum balance this implies that the vertical and horizontal Coriolis terms would nearly balance each other (23). The flow is driven by the dynamical balances and in this section we look at those for the zonally averaged zonal momentum equation. We divide the velocity into a zonal mean and a deviation from that mean denoted by $\mathbf{u} = \bar{\mathbf{u}} + \mathbf{u}'$, \( \text{where the overbar } \bar{\cdot} \text{ denotes the zonal mean. Then the zonal momentum becomes} \)

\[
\frac{\partial \bar{\mathbf{u}}}{\partial t} + \frac{\bar{\mathbf{u}} \nabla}{r} \times \Omega \sin \theta \mathbf{\hat{z}} + \frac{\bar{\mathbf{u}} \nabla}{r} \tan \theta - 2\Omega \sin \theta \mathbf{\hat{z}} + 2\Omega \cos \theta \mathbf{\hat{z}} \mathbf{\hat{r}} - \frac{1}{\bar{\rho}} \mathbf{\nabla} \cdot (\bar{\rho} \mathbf{u}') + \frac{1}{\bar{\rho}} \mathbf{\nabla} \cdot (\bar{\rho} u' \mathbf{\hat{u}}') = \nu \mathbf{\nabla}^2 \bar{\mathbf{u}} + \mathbf{\nabla} \times (\bar{\mathbf{u}} \times \bar{\mathbf{u}}). \tag{42}
\]

Looking at the steady state numerical values in Fig. 10 we find that the lowest order balance is between the two Coriolis terms, the eddy momentum flux divergence and the viscous terms so that

\[-2\Omega \sin \theta \mathbf{\hat{z}} + 2\Omega \cos \theta \mathbf{\hat{z}} \mathbf{\hat{r}} + \frac{1}{\bar{\rho}} \mathbf{\nabla} \cdot (\bar{\rho} u' \mathbf{\hat{u}}') \approx \nu \mathbf{\nabla}^2 \bar{\mathbf{u}}. \tag{43}\]

Fig. 8. The contributions of entropy and pressure to the density anomaly and shear. Left: the entropy anomaly contribution to Eq. (39); middle: the pressure anomaly contribution to Eq. (39); right: the density anomaly contribution (equal to the sum of the two left panels: Eq. (36)). Pressure contribution is dominant in the upper latitudes, but at the higher latitudes where the zonal velocity is larger it is accompanied by a compensating shear in $\dot{\rho}$ leading to a partial cancellation of these two contributions. Therefore due to the effect of compressibility the zonal velocity develops shear along the direction of the axis of rotation.

Fig. 9. The vorticity equation balance. The two left panels are the components of the left term in Eq. (39), showing the contributions to the shear in $\dot{\rho} u$ along the direction of the axis of rotation from the density and velocity gradients separately. Note that these two contributions partially cancel each other as indicated in their sum (c), which is equal to the density anomaly gradient term (d), confirming the balance in Eq. (39) (refer to Fig. 8 for the full balance). The balance in Eq. (40) can be seen by comparing panel (a) to the middle panel in Fig. 8, showing the contribution of the pressure gradients to the vorticity balance in the anelastic system. Near the top the density anomaly is strongly influenced by the pressure anomalies while in the interior density anomalies are influenced by the entropy anomalies. Parameters for this example are $Ra_F = 1 \times 10^9$, $Ek = 1.5 \times 10^{-4}$, $Pr = 10$, and units are $\text{kg s}^{-2} \text{m}^{-3}$.
The zonally average zonal momentum balance leading terms as appear in Eq. (43) (multiplied by $\tilde{\rho}$). Panels (a) and (b) are the two Coriolis terms nearly balancing each other (shown with same sign to better visualize the balance). Panel (c) is the eddy momentum flux divergence and (d) is the viscous momentum flux divergence. Note that since the two right terms have smaller values they have a different color code than the left panels. The small difference between the two Coriolis terms enters the balance between the eddy and viscous flux divergences. Other terms in Eq. (43) have smaller values. Parameters for this example are $Ra_I = 1 \times 10^{5}$, $Ek = 1.5 \times 10^{-4}$, $Pr = 10$, and units are kg s$^{-1}$ m$^{-2}$.

In fact, the Coriolis terms dominate the balance nearly balancing each other (as implied by Eq. (23)) and can be considered the leading order balance. Note that in Fig. 10 the eddy momentum flux divergence, and the viscous flux terms have been scaled differently than the Coriolis terms. For simplicity we focus first on the equatorial plane (the equatorial line in the zonally averaged figure). Since the variations along the axis of rotation are small, then the leading order balance on the equatorial plane is

$$
\frac{1}{\tilde{\rho}} \frac{\partial}{\partial r} (\tilde{\rho} \tilde{u}' \tilde{w}') \approx \frac{\nu}{r^2} \frac{\partial^2 w}{\partial r^2},
$$

where we have kept only the highest order derivatives in the viscosity term, which are dominant. In Fig. 11 we show both components of the momentum flux divergence for a section along the equator. It shows that the momentum flux divergence is dominated by the radial fluxes, except near the outer boundary where meridional fluxes converge. The radial momentum fluxes are outward and big in a localized region. This momentum transfer is the basis for understanding the circulation of the model and the formation of the equatorial superrotation.

It is convenient to rewrite Eq. (42) in terms of the angular momentum

$$
M = \Omega r^2 \cos^2 \theta + ur \cos \theta,
$$

so that Eq. (42) to leading order becomes

$$
\frac{\partial M}{\partial t} + \frac{1}{\tilde{\rho}} \nabla \cdot (\tilde{\rho} \tilde{u} M) + \frac{1}{\tilde{\rho}} \nabla \cdot (\tilde{\rho} \tilde{u} \tilde{M}) = \nu \nabla^2 M,
$$

where we have split the angular momentum into a perturbation and a zonal mean. Integrating this equation multiplied by the mean density over a volume contained by the exterior surface and a constant angular momentum surface (which is nearly parallel to the axis of rotation because of the dominance of the solid-body component of $M$), will cause the contribution from the mean fluxes to vanish since

$$
\int \nabla \cdot (\tilde{\rho} \tilde{u} M) dV = M \int \nabla \cdot (\tilde{\rho} \tilde{u}) dV = 0.
$$

Therefore in steady state the viscous flux is necessary to balance the angular momentum eddy fluxes. This also shows that for a 2D axisymmetric model there can be no gain of angular momentum (Hide, 1969). Only eddy angular momentum fluxes can carry angular momentum across mean angular momentum contours (although locally mean fluxes can do so as well). Comparing the angular momentum mean fluxes (without the solid body component of $M$), to the angular momentum eddy fluxes in Fig. 12, we find that while the mean fluxes transfer angular momentum mainly parallel to the mean angular momentum contours, the eddy fluxes transport the angular momentum across mean angular momentum contours to low latitudes. This transfer of angular momentum through the turbulent fluxes to the equatorial outer regions of the planet drives the equatorial surface superrotation. As indicated by Eq. (46) it is the convergence of the flux that causes the superrotation (we discuss this mechanism more in Kaspi, 2008). Boussinesq convection models have shown similar equatorial superrotation at the surface (e.g. Christensen, 2002; Heimpel et al., 2005), while most shallow models have not been able to provide a mechanism for superrotation. However, recently shallow models using bottom drag to parametrize the deep circulation and intrinsic heat fluxes (Schneider and Liu, 2009), or radiative damping (Scott and Polvani, 2008), have been able to show under Jupiter conditions superrotation as well.

The right hand panel of Fig. 12 shows the equivalent eddy heat and mean heat fluxes. As opposed to the angular momentum, there are strong entropy fluxes also in high latitudes. This
Fig. 12. Zonally averaged angular momentum (left) and heat (right) mean (red) and eddy (blue) fluxes in a meridional cross section. Longer arrows indicate larger flux values. This shows the dominance of the eddy angular momentum fluxes in driving the surface superrotation at low latitudes. Parameters for this example are $Ra_F = 1 \times 10^9$, $Ek = 1.5 \times 10^{-4}$, $Pr = 10$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Transfer of heat mainly parallel to the rotation axis moves heat from lower to higher latitudes (a section parallel to the rotation axis intersects the surface at a higher latitude in the outer shell than in the inner shell). This results in heating of the polar regions. It is possible that this mechanism of heat transport to higher latitudes by internal heat fluxes parallel to the axis of rotation can balance the solar heating, resulting in the observed flat emission on Jupiter and Saturn (Ingersoll and Porco, 1978; Aurnou et al., 2008). Fig. 13 shows the zonally averaged surface velocities and normalized mean angular momentum. At low latitudes we find a Hadley cell (weaker than the zonal flow) which is driven by the equatorial fluxes seen in Fig. 12. At high latitudes, exterior to the region of the strong eddy angular momentum flux convergence, we find an inverse meridional cell (surface flow away from the pole), which is a surface return flow driven by the poleward heat flux. The latitude where eddy angular momentum fluxes are zero, meaning that the mean surface zonal velocity is zero, is also where the meridional surface flow vanishes due to the relation between the meridional velocity and the eddy flux divergence (43). The maximum in zonal velocity appears where there is the strongest convergence of angular momentum eddy flux. We note that when the model is shallower the latitudinal width of the superrotating region does depend on the location of the bottom boundary (see examples in Kaspi, 2008), meaning that for a shallower system this whole mechanism will be constrained to a shallower region resulting in a narrower superrotating region, more resembling the jovian observations. The magnitude of the velocity seen in Fig. 13 does depend on Rayleigh number (Fig. 19). Since these simulations do not include solar forcing, there are no implied atmospheric meridional temperature gradients and therefore no upper level baroclinic instability. Such processes could cause formation of multiple zonal jets in the higher latitudes (Kaspi and Flierl, 2007; Schneider and Liu, 2009).

Fig. 13. The zonal (blue), meridional (red) zonally averaged 1 bar surface velocities, and normalized mean angular momentum (dashed black) for a run with parameters: $Ra_F = 1 \times 10^9$, $Ek = 1.5 \times 10^{-4}$ and $Pr = 10$. Surface velocity strength dependence on Rayleigh and Ekman numbers can be inferred from Fig. 19. Vertical structure of the velocity field for these parameters is shown in the left panel of Fig. 17. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5.2. Formation of columnar convection

We now look at the equatorial plane, thus a slice in radius and longitude along the equator. The most prominent feature, beyond the strong prograde velocities near the upper boundary and the retrograde velocities near the inner boundary (as indicated by Fig. 4), are large positively rotating (with respect to the rotation of the planet) eddies in the interior. Busse (1976) has suggested that Taylor columns can form within a hot convective interior and the interaction of the columns can drive the jets in the atmosphere. Zhang and Schubert (1996) have shown formation of convection
Fig. 14. The 2D streamfunction on slices oriented toward the center of the planet (radius–longitude surfaces), showing the formation of columns which are driven by the convection. Each panel shows a slice tilted in an angle (spread apart by 5° in latitude) going northward from the equator. Red represents cyclonic (anti-clockwise) circulation and blue is anti-cyclonic circulation. The flow is also indicated by the arrows, where longer arrows are stronger velocities. Plus signs are located at an equal distance from the rotation axis in all panels, and located within one of the columns, showing that the eddies seen in the slices are part of columns that are parallel to the axis of rotation. Parameters for this example are \( \text{Ra}_F = 1 \times 10^9, \text{Ek} = 1.5 \times 10^{-4}, \text{Pr} = 10. \) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5.3. The effect of rotation

We have shown that for the parameter regime of Jupiter and Saturn since Rossby numbers are small, rotation is important in the basic balances and causes motion around columns parallel to the axis of rotation. For the anelastic case, due to having a mean state with a density gradient, the buoyancy frequency is defined in terms of entropy rather than density. We find the buoyancy frequency by differentiating in time the linear nonrotating inviscid case of the vertical momentum equation (8) giving

\[
\frac{\partial^2 w}{\partial t^2} - \frac{w}{\partial r} \frac{\partial \tilde{T}}{\partial r} = -\frac{\partial^2 P}{\partial r \partial t},
\]

where we have used relations (12) and (10) as well. Therefore for the anelastic system the equivalent to the traditional Brunt–Väisälä frequency is

\[
N^2 = -\frac{\partial s'}{\partial r} \frac{\partial \tilde{T}}{\partial r}.
\]

Since in Eq. (49) the temperature gradient replaced gravity, and we have shown that entropy rather than density is the natural variable for buoyancy in the anelastic system, then this form of \( N^2 \) is the natural outcome. For the convective system however this value becomes either negative if convection is strong, or positive but very small if convection is weak enough and concentrated in plumes. Although in a convective system this is not the oscillation...
superrotation, while when rotation is slow enough so it does not drive convection columns and alignment with the axis of rotation. For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

At that point the mechanism discussed in Section 5.1 (Fig. 12) breaks since convective columns along the direction of the axis of rotation do not form, and therefore there is no eddy angular momentum flux to the planet’s exterior.

We find two very distinct types of flow in the two regimes. The faster rotation experiments all have equatorial superrotation, and interior flow along the axis of rotation with shear in the zonal velocity as discussed in Section 4. Beyond a rotation period of 60 hours however, the nature of the dynamics changes quite rapidly and the zonal mean develops large closed circulations in the radius–latitude plane with no alignment with the rotation axis, and subrotating equatorial zonal velocity. In Fig. 17 we show the zonally averaged velocity for two examples out of this set of runs, one with the rotation period of Jupiter (9.92 hours), and the second with a rotation period of 80 hours. We find one of these two states to appear for the whole range of experiments presented in Figs. 15 and 16. The transition between the two states at a rotation period of 60 h is very rapid. Both the estimate for this transition based on $\Omega^2/N^2 = 1$ and the one based on the value of $\tilde{R}_a$ are only order of magnitude estimates (since for example for $N^2$ we are approximating the mean buoyancy in the whole domain), but seem to be a good indicator of the nature of the velocity field.

The subrotating equatorial flow for the slow rotating cases seen in Figs. 15 and 16 might lead to think about the ice-giants, Uranus and Neptune, where the observed equatorial zonal velocities are subrotating. This striking difference between the ice giants and the gas giants has been an issue of ongoing debate. Aurnou et al. (2007) who find similar behavior for the transition between superrotation and subrotation in Boussinesq experiments, suggest that the ice-giants may be in the regime of large $\tilde{R}_a$ and therefore convectively rather than rotationally dominated. We do not have an equation of state for the interior of the ice-giants which will allow testing this with this model. However based on the gas-giant experiments we find this to be unlikely due to the weak convection on these planets, while rotation rates are 17 and 16 hours on Uranus and Neptune respectively and therefore not slow enough to compensate for the much weaker convection. Therefore for both ice-giants we expect $\tilde{R}_a$ to be small such that the flow is dominated by rotation. Still, baroclinic effects (Section 4.4) may pre-
Ekman numbers are much numbers (20) are orders of magnitude too large, and Rayleigh and thermal diffusivities represent the average turbulence within common feature of numerical models where turbulent viscosities and heat flux are much larger than those of Jupiter. This is a profiles, due to numerical grid-size limitations the numeric viscosities a realistic equation of state and realistic vertical thermodynamic variables and the heat flux so that

\[ \frac{\alpha}{\rho C_p} \frac{T_g}{\Delta T} \]

Here we assumed that the contributions from pressure and entropy perturbations discussed in Section 4.4, are on average for scaling arguments of equal magnitude. Now using Eqs. (51) and (52) we can write an expression for \( \bar{u} w' \) as a function of the thermodynamic variables and the heat flux so that

\[ \bar{u} w' = \frac{\alpha_T g F}{\rho C_p \Omega} \]

All variables on the right hand side of Eq. (53) are given by the equation of state and the reference state of the model (Fig. 2). The flux can be inferred from the prescribed radial heating profile (19). Comparing the right hand side term in Eq. (53) shows a good agreement with the eddy rms velocities given by the model; this is shown in Fig. 18. This means that the convectively driven velocities are on average well approximated by these arguments, even though the convective velocities themselves are stronger than what we expect on Jupiter because the heat flux prescribed to the model is stronger than the heat flux we expect to find on Jupiter. Using Jupiter atmospheric values of \( F = 6 \, \text{W m}^{-2}, \) \( \alpha_T = 10^{-2} \, \text{K}^{-1}, \) \( C_p = 1.3 \times 10^4 \, \text{J kg}^{-1} \text{K}^{-1}, \) and \( \rho = 0.1 \, \text{kg m}^{-3}, \) and interior values of \( \alpha_T = 10^{-3} \, \text{K}^{-1}, \) and \( \rho = 10^3 \, \text{kg m}^{-3}, \) we find convective velocities on the orders of 1 m s\(^{-1}\) at the 1 bar

\[ \text{Fig. 17.} \text{ The effect of rotation: Velocity fields for a fast and slow rotating planet. (Left) rotation period of 9.92 hours; (right) rotation period of 80 hours. In color are the zonal mean zonal velocities where red is eastward, and the arrows are the zonally averaged radial and meridional velocities where longer arrows indicate faster flow. Zonal velocity magnitudes are given in m s\(^{-1}\), and interior vertical and meridional velocities indicated by the arrows are two orders of magnitude weaker than the zonal velocities. Ekman numbers are } E_k = 4 \times 10^{-4} \text{ and } E_k = 3 \times 10^{-3} \text{ for the fast and slow runs, respectively, and } Ra_k = 3 \times 10^5, Pr = 10 \text{ in both runs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)} \]
We develop a new general circulation model for the giant planets. The model solves the full 3D, anelastic, nonhydrostatic Navier-Stokes equations on a rotating sphere, extending vertically from the surface to a small interior core. This model is an improvement over previous convection models in several respects including the use of the anelastic approximation, incorporating therefore the vertical density variation within the planet; realistic thermodynamics including an isentropic reference state and the SCVH equation of state; a radially varying gravity field; and a continuous heating forcing profile representing gravitational cooling rather than the simpler Rayleigh–Benard convective forcing. These improvements make the physical interpretation of this model more realistic and applicable to the giant planets. In addition this model is part of the MITgcm standard package, which is open source code available at www.mitgcm.org. The accessibility of this model should allow easier comparisons between different models.

The anelastic approximation allows us to study how compressibility effects affect the convectively driven flow in a rotating system. We find that for the parameter regime of Jupiter and Saturn the interior flow develops alignment with the axis of rotation. However instead of having pure Taylor columns with zonal velocities constant along the axis of rotation as suggested by the Boussinesq models, we find significant baroclinic shear. By studying the vorticity balance we find that the baroclinic vorticity production is not small due to the compressible effect, and this creates the shear along the direction of the rotation axis. Since the shear is associated with compressibility most of the shear is in the outer
levels where the density change is biggest. Consequently the interior zonal velocities are weaker. We find the vertical structure of the zonal winds robust result for a range of nondimensional model parameters although the amplitude of the winds does depend on the strength of the forcing. This result is different than previous suggestions, which either assumed a deep source for the jets with strong interior velocities or a shallow driving force and weak interior velocities. Therefore solely due to compressible effects we expect to find vertical shear resulting in weaker interior velocities.

The convective rotating flow organizes in coherent rotating structures parallel to the axis of rotation. For weaker convection (smaller Rayleigh and Prandtl numbers) these columns are more regular (Kaspi, 2008), though we find the general structure of these columns for the more turbulent cases as well (Fig. 14). These convective eddy structures drive eddy angular momentum fluxes across surfaces of constant angular momentum, and therefore transfer angular momentum to the exterior of the planet. Convergence of these eddy angular momentum fluxes drives the equatorial superrotation. Eddy heat fluxes on the other hand are also dominant along the axis of rotation and therefore combine with mean heat fluxes to heat the poles. This meridional heat transport may compensate for the stronger solar heating at the equator, giving an overall appearance of uniform meridional temperature structure. Future such anelastic models which will include also the solar forcing would be able to better address this question, and the formation of multiple zonal jets away from the equator. The upcoming JUNO mission to Jupiter would be able to measure to a certain extent the deep circulation (Hubbard, 1999), providing more information on the deep dynamics. Combining these measurements with gravity moment calculations (Kaspi, 2008) using anelastic general circulation models might provide more information on the deep circulation.
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