Structure of Jupiter's upper atmosphere: Predictions for Galileo
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Abstract. The Voyager mission to the outer solar system discovered that the thermospheres of all the giant planets are remarkably hot. To date, no convincing explanation for this phenomenon has been offered; however, there are a number of recent observational results which provide new information on the thermal structure of Jupiter's upper atmosphere that bear on this outstanding problem. We present an analysis of Jupiter's thermal structure using constraints from H3 emissions, Voyager UVS occultation data, ground-based stellar occultation data, and the properties of the Jovian UV dayglow. Although the initial, separate analysis of these data sets produced contradictory results, our reanalysis shows that the observations are consistent and that the temperature profile in Jupiter's upper atmosphere is well constrained. We find that the data demand the presence of a large temperature gradient, of order 3–10 K/km, near a pressure of 0.3 μbar. Analysis of the temperature profile implies that an energy source of roughly 1 erg cm−2 sec−1 is required to produce the high thermospheric temperature and that this energy must be deposited in the 0.1–1.0 μbar region. It is also necessary that this energy be deposited above the region where diffusive separation of CH4 occurs, so that the energy is not radiated away by CH4. We show that dissipation of gravity waves can supply the energy required and that this energy will be deposited in the proper region. Moreover, because the turbulent mixing caused by gravity waves determines the level at which diffusive separation of CH4 occurs, the location of the energy source (dissipation of waves) and the energy sink (radiation by CH4) are coupled. We show that the gravity waves will deposit their energy several scale heights above the CH4 layer; energy is carried downward by thermal conduction in the intervening region, causing the large temperature gradient. Thus dissipation of gravity waves appears to be a likely explanation for the high thermospheric temperature. Our arguments are general and should apply to Saturn, Uranus, and Neptune, as well as Jupiter. The model temperature profiles presented here and the relationship between the gravity wave flux and thermospheric temperature are directly testable by the Atmospheric Structure Instrument carried by the Galileo probe.

1. Introduction

Thermal models based on absorption of solar EUV radiation and thermal conduction, which work well for Earth, predict temperature rises in the thermospheres of the giant planets of the order of 10 K or less [Strobel and Smith, 1973]. The observed temperature rise in all of the giant planet atmospheres is many hundreds of kelvins [Airey et al., 1979; Broadfoot et al., 1981; Smith et al., 1983; Herbert et al., 1987; Broadfoot et al., 1989; Stevens et al., 1992]. No convincing explanation for these large temperatures has been offered and it has remained an outstanding problem with our understanding of giant planet atmospheres.

The existence of high temperatures in the outer planet thermospheres is well established through a variety of measurements. The first hints of high thermospheric temperatures came from Pioneer measurements of the electron temperature in Jupiter's ionosphere [Fjeldbo et al., 1976], but the first estimates of the neutral thermospheric temperature were derived from Voyager UVS occultation measurements. On Jupiter, analysis of the UVS solar occultation implied a temperature of 1100±200 K [Airey et al., 1979; Festou et al., 1981; McConnell et al., 1982]. Subsequent to this was the discovery of H3 emissions from auroral and equatorial regions of Jupiter [Drossart et al., 1989; Trafton et al., 1989; Marten et al., 1994]. The H3 emissions are temperature dependent, and analysis of the vibrational and rotational structure implies temperatures of 800±100 K in the equatorial regions [Marten et al., 1994]. The H3 emissions are formed in Jupiter's ionosphere at nanobar pressures or less.

Although the existence of high thermospheric temperatures is well established, the characteristics of the temperature profile are not. The location of the thermospheric temperature gradient has been only poorly constrained. This circumstance has hampered investigations into the nature and identity of the energy source responsible for the high tempera-
tures. We critically reexamine a variety of data on the Jovian thermosphere, including some recent results, and determine the range of temperature profiles consistent with the observations. We show that there is a strong temperature gradient, between 3 and 10 K/km, near 0.3 mbar, just above the CH$_4$ homopause. We argue that these characteristics have strong implications for the energy source and suggest that dissipation of gravity waves is responsible. Based on this hypothesis, we make predictions testable by the Atmospheric Structure Instrument on the Galileo probe.

2. Summary of Observational Results

The solar occultation experiment performed by the Ultraviolet Spectrometer (UVS) on the Voyager 1 spacecraft measured the neutral atmospheric temperature directly and found T=1100±200 K [Arey et al., 1979; Festou et al., 1981; McConnell et al., 1982]. The solar occultation experiment measures atmospheric extinction caused by absorption in the ionization continuum of H$_2$, below 850 Å. The experiment is sensitive to line-of-sight column density of roughly 10$^{17}$/cm$^2$, which corresponds to a pressure level of ~10$^{-2}$ mbar; essentially, the solar occultation measures the exospheric temperature. Because the disc of the Sun, projected onto the Jovian atmosphere, subtended 800 km during the solar occultation, it was not possible to extract meaningful information from the lower thermosphere where the atmospheric scale heights are smaller.

The UVS on Voyager 2 observed an occultation of the star α-Leo by Jupiter. Analysis of these data is presented by Festou et al. [1981]. The stellar occultation measures atmospheric extinction at wavelengths from 911 to 1700 Å, although for this particular experiment the signal-to-noise level in the data is poor at the long-wavelength end of this range. Extinction from 911 to 1100 Å is due to absorption in the electronic bands of H$_2$ and absorption in the dissociation and ionization continua of several hydrocarbon species (CH$_4$, C$_2$H$_2$, and C$_3$H$_4$). Extinction from 1106 to 1700 Å is due exclusively to hydrocarbons. The measured extinction in the H$_2$ electronic bands can be analyzed to determine temperature, but detailed models are required because the absorption does not obey Beer's law and the occultation light curves do not directly reflect the scale height of the atmosphere. The Festou et al. analysis determined a temperature of 200+30 K at a pressure of 1.0+0.3 mbar and a temperature of 425 ± 25 K at a pressure of 3×10$^{-3}$ mbar. The validity of these results will be reviewed below. The α-Leo occultation occurred at a planetocentric latitude of 14.5° N.

The α-Leo occultation also determined the location of the CH$_4$ homopause on Jupiter. Extinction was measured in the 1282-1393 Å region, where H$_2$ is a very weak absorber. According to Festou et al. [1981] the observed light curves for this wavelength interval display a sharp drop in transmission at an altitude of 336 km above 1 bar, which corresponds to a pressure of 5 mbar. Festou et al. argue that the extinction is due to a combination of absorption by CH$_4$ and C$_2$H$_2$ and estimate mixing ratios for these species of 2.5$^{+3.0}_{-2.0}$×10$^{-5}$ and 2.5$^{+2.0}_{-1.5}$×10$^{-6}$ at 5 mbar.

The existence of high temperatures in Jupiter's upper atmosphere has been verified by observations of H$_2^+$ emissions. These emissions were originally discovered in the Jovian auroral zones [Drossart et al., 1989; Träftson et al., 1989; Miller et al., 1990], but the emissions are present at all latitudes [Marten et al., 1994; S. Miller, personal communication, 1995]. Analysis of the rotational structure of the ν$_2$ band of H$_2^+$ provides a good measure of the kinetic temperature in the line formation region. Marten et al. [1994] determine a temperature of 1000+100 K. Temperatures in the auroral regions appear to be higher [Drossart et al., 1993]. The observations analyzed by Marten et al. were made of the North Equatorial Belt at about 10°N latitude in March 1992.

The H$_2^+$ emissions themselves provide no information on the pressure regime where the lines are formed. However, ionospheric models predict that H$_2^+$ should have a density profile that is peaked close to the electron density peak [McConnell and Majeed, 1987]. Radio occultation experiments were performed to determine the electron density profile during the Voyager 1 and 2 encounters [Eshleman et al., 1979a, b]. The results for equatorial latitudes indicate that the peak occurs at an altitude of 1600-2300 km above 1 bar [Eshleman et al., 1979a]. This information, coupled with atmospheric models to be presented in the following section, implies that the H$_2^+$ emissions are produced at pressures less than 1 mbar.

At pressures of the order of 1 mbar the atmosphere should be close to isothermal and the 800±100 K inferred from the H$_2^+$ emissions should be the exospheric temperature. The 800±100 K inferred from the H$_2^+$ emissions is slightly lower than the 1100±200 K inferred from the Voyager 1 solar occultation experiment, but the two determinations agree within the relative uncertainties. Of course, these observations were made more than one decade apart. In the discussions that follow we adopt 800 K as the exospheric temperature because the H$_2^+$ observations were made at roughly the same time and at the same latitude as the other measurements to be discussed below.

On December 13, 1989, Hubbard et al. [1995] observed the occultation of the star SAO 78505 by Jupiter. By using an isothermal atmosphere model, they determined a temperature of 176±12 K at a pressure of 1.8 mbar, for a latitude of 8°N and an assumed half light radius of 71880 km [Hubbard and Van Flandern, 1972]. This temperature was fairly consistent with those temperatures measured at similar latitudes from the occultation of β-Sco by Jupiter in 1971 [Hubbard et al., 1972; Veverka et al., 1974]. Hubbard et al. [1995] also performed an inversion of the SAO 78505 light curve and obtained results which agreed with the isothermal fits. However, Hubbard et al. [1995] used the results of Festou et al. [1981] to define the upper boundary condition. Because occultation inversion is sensitive to the upper boundary condition, we will show later that the SAO 78505 occultation does not rule out a steep thermal gradient at altitudes above 1 mbar.

Recently, Liu and Dalgarno [1995] deduced a temperature of 500-600 K from analysis of H$_2$ emissions in the Jovian UV dayglow. They analyze spectra of the H$_2$ electronic band emissions obtained by the Hopkins Ultraviolet Telescope (HUT) in late 1990 [Feldman et al., 1993]. Liu and Dalgarno verify the suggestion by Yelle et al. [1987, 1988] that the Jovian UV dayglow is caused by a combination of fluorescence of sunlight in the H$_2$ electronic bands and photoelectron excitation. The interesting point for the thermal structure is that Liu and Dalgarno require a high temperature in order to reproduce the HUT spectra. The HUT spectral resolution is sufficient to reveal the rotational and vibrational structure of the H$_2$ emissions, which is determined by the temperature of
the atmosphere. In order to analyze the HIUT spectrum, Liu and Dalgarno calculate the UV dayglow spectrum assuming photoelectron excitation and solar fluorescence as the sources of the emissions. Liu and Dalgarno model the atmosphere as isothermal and adjust the temperature and column density of the atmosphere to find a best fit to the observations. They determine an atmospheric temperature of 500-600 K, with a best fit at 530 K and a column density of $1 \times 10^{20}$ cm$^{-2}$. This column density corresponds to a pressure of 0.76 μbar. An earlier version of the Liu and Dalgarno paper reported best fit values for temperature and column density of 540 K and $7 \times 10^{19}$ cm$^{-2}$ and these values are used in the analysis which follows. The temperature inferred by Liu and Dalgarno is an average for pressures less than 0.59 μbar. If we model absorption in the atmosphere with the Curtis-Godson approximation, we conclude that 500-600 K represents the temperature at ~0.3 μbar. The 500-600 K inferred by Liu and Dalgarno is much higher than the temperatures contained in the Festou et al. [1981] model at comparable pressure levels.

Figure 1 presents a summary of the observational data on the temperature of Jupiter’s upper atmosphere. Clearly there are serious disagreements among results obtained from independent analysis of the various data sets. Not only is the Liu and Dalgarno [1995] temperature much higher than that contained in the Festou et al. [1981] model, but the Hubbard et al. [1995] temperature, which pertains to a pressure only slightly higher than Liu and Dalgarno [1995], is roughly 300 K lower. Also shown in Figure 1 is a temperature profile, derived below, which is consistent with the Marten et al. [1994] and Liu and Dalgarno [1995] analyses. In the next section we discuss the derivation of this temperature profile and demonstrate that it is consistent with the UVS α-Leo occultation and the SAO 78505 occultation as well as the Liu and Dalgarno [1995] and Marten et al. [1994] results.

3. The Temperature Profile

The inversion of occultation data depends sensitively on the choice made for the upper boundary condition. This problem has been well studied for ground-based refractive occultations [Wasserman and Veverka, 1973; Hunten and Veverka, 1976; Baran, 1989; Rick and Hunten, 1990] but exists for absorptive occultations as well. Below, we demonstrate that the low temperatures retrieved by Festou et al. [1981] and Hubbard et al. [1995] are partly a reflection of choices made for the upper boundary condition and that both data sets are consistent with the presence of a large temperature gradient.

3.1 Temperature Gradient Models for the SAO 78505 Occultation

To analyze the SAO 78505 occultation, making use of the Liu and Dalgarno [1995] and Marten et al. [1994] results to define an upper boundary condition, we construct synthetic light curves based on an empirical temperature profile and compare the results to the light curve for an isothermal atmosphere at a temperature of 176 K. We adopt a temperature profile of the form
\[ T(z) = T_o + \frac{T_w - T_o}{1 + e^{-\alpha(z-z_m)}} \]  

where \( z_m \) is the altitude of the maximum temperature gradient, \( T_o \) is the asymptotic temperature at high pressure, and \( T_w \) is the asymptotic temperature at low pressure. \( T_w \) is fixed at 800 K in all cases studied here. The parameter \( \alpha \) is related to the maximum temperature gradient in the model and is given by

\[ \alpha = \frac{4}{T_w - T_o} \left. \frac{dT}{dz} \right|_{z=z_m} \]  

The form of the temperature profile described by equation [1] has the virtue that it is isothermal at high and low altitudes and allows a large temperature gradient in the intervening region. Although the temperature gradients at pressures of a nanobar or less are much less than those near a microbar, the atmosphere does not necessarily become isothermal at high altitudes. The absorption of solar EUV radiation will heat the atmosphere by a small amount. However, the possibility of temperature gradients near a nanobar has no effect on our analysis, and nothing is lost by making the simple assumption that the atmosphere is isothermal in that region.

We search for temperature profiles which are consistent with the Hubbard et al. [1995] fit to the SAO 78505 data by specifying a maximum temperature gradient and scouring parameter space for values of \( T_o \) and \( z_m \) that give an adequate fit to the \( T=176 \) K light curve. We find that there is a range of values for the maximum temperature gradient for which it is possible to find combinations of \( T_o \) and \( z_m \) that fit the observations and present results for several cases below. In order to develop a criterion to judge the adequacy of the fit, we first calculate light curves for isothermal atmospheres at temperatures of 176, 164, and 188 K. These values correspond to the best fit, lower limit, and upper limits determined by Hubbard et al. [1995]. We then calculate the root mean square difference between the 176 K light curve and the 164 and 188 K light curves to estimate the noise level in the SAO 78505 data. A temperature gradient model is considered an acceptable fit if the root mean square difference from the 176 K isothermal model is less than the root mean square value for the 164 and 188 K isothermal models.

Figure 2 shows the temperature profiles for a range of maximum temperature gradients, while Figure 3 compares synthetic light curves based on these models with the light curve for an isothermal atmosphere at a temperature of 176 K. Model C provides an excellent fit, which is essentially indistinguishable from the isothermal light curve. Models B and D also provide acceptable fits. Models A and E are significantly worse. Thus we conclude that temperature profiles with large gradients are consistent with the SAO 78505 data and that the maximum temperature gradient lies between 3 and 10 K/km. It is worth noting that all the models have converged on an asymptotic temperature at high pressure near 176 K, as seen in Figure 2, and that the maximum temperature gradient occurs in the 0.3-0.5 μbar region in every case.

It is possible that our procedure of fitting empirical, nonisothermal temperature models to Hubbard et al.’s isothermal fit to the SAO 78505 occultation may introduce artifacts into
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**Figure 2.** Model temperature profiles used in our reinterpretation of the SAO 78505 occultation observations. All the profiles are constrained to possess an exospheric temperature of 800 K and a temperature of 540 K at 0.3 μbar. The profiles are characterized by different maximum temperature gradients, as indicated on the figure.
the analysis. If it were our intent to determine the temperature profile to high accuracy, this might be a problem; however, our purpose is to demonstrate that models with large temperature gradients are consistent with the SAO 78505 occultation data and to obtain rough bounds on the size of permissible temperature gradients. Our procedure is adequate for this purpose. The differences between our suggested temperature profile and previous models is large, nearly 600 K at 0.2 μbar. Any errors introduced by our procedure should be far smaller.

The temperature profiles proposed here are highly nonisothermal, whereas the Liu and Dalgarno [1995] analysis of the Jovian UV dayglow spectrum assumed an isothermal atmosphere. This may also introduce biases into our results. Without analyzing the UV dayglow spectrum with nonisothermal models (a formidable task which is outside the scope of this work) the nature and magnitude of this bias are difficult to assess; however, some information may be obtained by close examination of the Liu and Dalgarno calculations. In their Figure 6, Liu and Dalgarno show synthetic spectra for a column density of 1x10^{20} cm^{-2} and temperatures of 200, 530, and 1000 K. Spectral features near 111.5, 116.5, and 125.5 nm, caused by fluorescence of solar radiation, are most strongly affected by temperature. There are several features in the 130-150 nm range which are caused by photoelectron excitation that are also temperature dependent, but their affect on the spectrum is small (see Liu and Dalgarno Figure 6). The excitation mechanism for the temperature dependent features is important because photoelectron excitation occurs at pressures of a nanobar or less, whereas excitation by solar fluorescence is concentrated near the base of the scattering column; thus emissions from these two mechanisms could be characterized by substantially different temperatures. Because the solar fluorescence features appear to dominate the temperature dependence, we tentatively conclude that the 0.3 μbar inferred above for the location of the 540 K temperature point should be fairly accurate. We note however that an more sophisticated analysis of the UV dayglow spectrum, using a nonisothermal atmosphere, should result in lower temperatures at this pressure.

3.2 Reanalysis of the alpha Leo Occultation

In order to test whether the thermal profiles deduced above are consistent with the UVS data we have reanalyzed the α Leo occultation data. There have been numerous improvements to the reduction and analysis techniques used for Voyager UVS occultation data since the Voyager Jupiter encounters. The reader is referred to Yelle et al. [1993] for a description of some of the improvements. Below, we discuss the essential aspects of the data reduction, present the results, and discuss the differences between our results and those of Festou et al. [1981].

The goal of the data reduction is to convert the spectra measured during the occultation into an accurate estimate of the atmospheric transmission. The first step in the data proc-
essing is to remove the signals caused by nonstellar sources from the spectra. Festou et al. [1981] identified three possible components to this background: (1) the interplanetary background, (2) emissions from the Jovian disk, and (3) the noise induced by energetic particles. In addition, there is a small component of noise introduced by the radioisotope thermoelectric generators on the spacecraft. We have carefully characterized the contribution of the nonstellar components and removed them from the spectra. What remains is a purely stellar signal modulated by the position of the star in the UVS slit and absorption by the Jovian atmosphere. The second step is to remove the effects of light scattered inside the instrument. Festou et al. claimed that this step is not necessary for the α Leo data, but we have performed the removal to be completely thorough.

The third and final step is to divide each attenuated spectrum \( (I) \) by an unattenuated reference spectrum \( (I_0) \) taken with the star at the same position in the UVS slit. The position of the star in the UVS slit varies during an occultation because of spacecraft limit cycle motion (i.e., small variations in the spacecraft attitude). The stars position in the slit is important because it affects both the measured intensity and wavelength registration of the spectrum on the detector. These two effects can alter the shape of the \( I_0 \) profiles if not properly taken into account. Festou et al. [1981] generated a single \( I_0 \) spectrum by summing 200 spectra taken before the onset of absorption. They then multiplied all the spectra by a factor to account for the variation of intensity with slit position and divided by the \( I_0 \) spectrum. They considered the spectral shift with the slit position negligible and made no correction for it. We bin the \( I_0 \) spectra according to the position of the star in the slit. We then divide each \( I \) spectrum by the \( I_0 \) spectrum that corresponds to the same position in the slit. This simultaneously accounts for the variation in intensity and the spectral shift caused by the motion of the star in the UVS slit. We have determined that the star moved roughly 0.0176 degrees during the attenuation period, causing a spectral shift of about 6 Å.

In the analysis which follows we limit ourselves to two wavelengths regions. The wavelength region from 1055 to 1083 Å is sensitive to both \( \text{H}_2 \) and hydrocarbon absorption, whereas wavelengths from 1285 to 1405 Å are sensitive to hydrocarbon absorption only. Because of the high noise level in these observations we are unable to obtain any reliable spectral information beyond that available from comparison of these two regions. The second wavelength region is chosen to completely avoid \( \text{H}_2 \) absorption, but further separation into regions primarily sensitive to \( \text{CH}_4 \) and \( \text{C}_2 \text{H}_6 \) as in the analysis of Festou et al. [1981] is not attempted. The hydrocarbon absorption is confined to relatively low altitudes compared with \( \text{H}_2 \) absorption, and using the 1285-1405 Å region, it is a simple matter to determine the altitude region over which the 1055-1083 Å region is affected by \( \text{H}_2 \) absorption only. In choosing the \( \text{H}_2 \) region, we have been careful to avoid potential stellar and interstellar medium absorption lines (Ly-β, etc.), whose presence would introduce large uncertainties into the analysis.

To determine if our model atmospheres, derived from the SAO 78505 observations, are consistent with the α Leo data, we construct synthetic occultation light curves based on the model atmospheres and the absorption properties of \( \text{H}_2 \) and hydrocarbons. The method used to calculate \( \text{H}_2 \) absorption coefficients is described by Yelle et al. [1993]. Figure 4 shows a comparison of the α Leo data with synthetic light curves generated using model C and an isothermal model at \( T=176 \text{ K} \). Clearly, the large temperature gradient model provides a better fit to the data than an isothermal model. In fact, it appears that nearly isothermal models are ruled out by the data. Festou et al. [1981] arrived at the same conclusion. Unfortunately, models A-E produce indistinguishable light curves (not shown in Figure 4); consequently, the UVS data can not be used to further constrain the temperature gradient beyond the information already obtained from the SAO 78505 occultation.

The pressure at which diffusive separation causes a rapid decrease in the \( \text{CH}_4 \) mole fraction is also a critical aspect of
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**Figure 4.** A comparison of synthetic light curves for the \( \text{H}_2 \) wavelength region based on model C and a  
\( T=176 \text{ K} \) isothermal model with the UVS α-Leo occultation data. Models A-E produce essentially indistinguishable light curves. The good agreement between model C and the data implies that models with large temperature gradients are consistent with the UVS data.
the atmospheric structure. To determine the location of the CH$_4$ homopause, we include CH$_4$ in the model atmospheres and construct synthetic light curves for comparison with the data from the hydrocarbon wavelength region. The CH$_4$ distribution is calculated by solving the usual transport equations for the transition from the heterosphere to homosphere (Chamberlain and Hunten, 1987; p. 93):

$$D \left( \frac{1}{H_g} \frac{d p_j}{dz} + \frac{1}{H_g} \right) + K \left( \frac{1}{H_g} \frac{d p_i}{dz} + \frac{1}{H_g} \right) = \int J_{\text{<synthetic>}} dz'$$

where $p_j$ is the CH$_4$ partial pressure, $H_g$ is the CH$_4$ scale height in diffusive equilibrium, $H_g$ is the atmospheric scale height, $K$ is the eddy diffusion coefficient, and $D$ is the molecular diffusion coefficient. The right-hand side of (3) represents loss due to photolysis of CH$_4$. An eddy diffusion coefficient which is constant with altitude is used in the calculations. The actual eddy diffusion coefficient is likely to be more complicated, but our goal here is simply to estimate the pressure level at which diffusive separation of CH$_4$ occurs and a constant eddy diffusion coefficient is sufficient for that purpose. A more physically based estimate of the eddy diffusion coefficient's altitude profile is presented in a later section.

A comparison of α-Leo data with synthetic light curves based upon model C and several different eddy diffusion coefficients is shown in Figures 5a and 5b. The sharp drop in the transmission in Figure 5a is caused by diffusive separation of CH$_4$. Near the homopause, CH$_4$ begins to decrease with increasing altitude with a scale height determined by its own molecular mass. This scale height is roughly a factor of eight smaller than the atmospheric scale height; consequently, the transition appears abrupt. Changing the eddy diffusion coefficient alters the pressure at which diffusive separation occurs. Because the half light level in the hydrocarbon region is easily located, we shift the altitude scale in the models to produce a match between synthetic and observed light curves for this region. This leaves an offset between the data and models in the H$_2$ light curves, as shown in Figure 5b. The results

Figure 5. (a) A comparison of synthetic light curves for the hydrocarbon wavelength region with the UVS α-Leo occultation data. The synthetic light curves are based on model C and three different eddy diffusion coefficients, as indicated. The altitude scales for the models have been shifted to bring the half light points into agreement with the observations. (b) A comparison of synthetic light curves for the H$_2$ absorption region with the UVS α-Leo occultation data. These calculations are used to determine the pressure of the half-light level in the hydrocarbon wavelength region.
are shown for eddy diffusion coefficients of $5 \times 10^6$, $1 \times 10^6$, and $2 \times 10^5$ cm$^2$ s$^{-1}$; the latter values bracket the range of acceptable fits for the H$_2$ channels. This range for the eddy diffusion coefficient is consistent with the value of $K = 2.2^{+1.0}_{-0.7} \times 10^6$ cm$^2$ s$^{-1}$ derived by Vervack et al. [1995] from analysis of the He 584 Å dayglow, and the value of $K = 1.2^{+0.8}_{-0.7} \times 10^6$ cm$^2$ s$^{-1}$ derived by Festou et al. [1981].

Our determination of the CH$_4$ profile agrees well with that of Liu and Dalgarno [1995]. From the measured half-light points for the hydrocarbon channel and the thermal structure models we estimate that tangential optical depth unity for CH$_4$ absorption occurs at a pressure of $0.2^{+0.3}_{-0.2}$ mbar. The CH$_4$ mole fraction at the half-light level is $1 - 2 \times 10^{-4}$. We have assumed a CH$_4$ mole fraction of $2 \times 10^{-3}$ in the lower atmosphere. The base of Liu and Dalgarno’s atmosphere is determined by the location of the level for vertical optical depth unity for CH$_4$ absorption. The level of vertical optical depth unity for CH$_4$ absorption occurs at a pressure roughly a factor of 2 higher than the pressure for tangential optical depth unity; thus our results are consistent with the $0.6$ mbar inferred by Liu and Dalgarno [1995] as the base of their H$_2$ scattering column. The pressure levels for vertical and tangential unit optical depth in CH$_4$ absorption lie close to one another because the CH$_4$ density is decreasing at a rapid rate relative to H$_2$ in the $0.2$-$0.6$ mbar region. It is in this same pressure region that the temperature begins to rise rapidly. This feature of the atmospheric structure has important implications and is discussed in section 4.

The radius scale for the $\alpha$-Leo occultation is determined from the spacecraft trajectory (supplied by the Jet Propulsion Laboratory), the position of Jupiter, and the location of $\alpha$-Leo. Geometrical considerations give the distance from the center of Jupiter and latitude of the point of closest approach along the line of sight. We assume that the shape of Jupiter can be approximated by an oblate spheroid with an oblateness of 0.0649 for this calculation. Calculations done assuming a spherical shape yield results differing by less than 1 km and 0.05$^a$ from those for an oblate spheroid. This leads us to believe that if the calculations were done with the actual shape of Jupiter (which is not an oblate spheroid), the results would not be significantly different. The altitude scale is determined by subtracting the true radius of Jupiter at the occultation latitude of 145.5°N and 1 bar level (obtained from Lindal et al. [1981]) from the distance of closest approach. This procedure yields altitudes above the 1 bar level for the H$_2$ and hydrocarbon transmission profile half light points of 692$^{+35}_{-25}$ and 459$^{+12}_{-10}$ km, respectively. These values correspond to equatorial radii of 72184$^{+42}_{-50}$ and 7195$^{+12}_{-10}$ km. According to model C, the H$_2$ half-light point occurs at a pressure of $2.5 \times 10^{-2}$ mbar. Extrapolating to higher pressures using model C, we find the 1-mbar altitude to be $105^{+42}_{-30}$ km, which is consistent with the 1-mbar altitude of 160 km determined by Lindal et al. [1981].

Our results differ substantially from those of Festou et al. [1981]. The temperature gradient in those models is $0.55$-$0.65$ K/km, which is significantly smaller than the temperature gradient determined by our analysis. We use slightly different wavelength ranges, new absorption coefficients for H$_2$, and a different approach to the data reduction and analysis, but the differences caused by these improvements, developed over many years of UVs occultation data analysis, are small compared with the relatively large noise level in the data. The large differences between our results and those of Festou et al. [1981] are caused not by differences in data reduction or analysis procedures but by different assumptions about the upper boundary condition. Festou et al. considered nonisothermal atmospheres, but they assumed that the temperature gradient was mild. Lacking other information, they assumed that the maximum temperature was reached at an altitude greater than 1140 km above the 1 bar level, in order to connect the $\alpha$-Leo results with the UVs solar occultation results at higher altitudes. Festou et al. clearly state that their results are contingent upon this assumption. Our temperature profile, which is driven by the Liu and Dalgarno results, violates this assumption. Thus the difference between our results and Festou et al. [1981] appears to be primarily related to assumptions about the upper boundary conditions, rather than any fundamental difference in approach.

4. Characteristics of the Energy Source

We have demonstrated that the atmospheric temperature rises just as CH$_4$ begins to disappear. This is probably not a coincidence: CH$_4$ is an efficient radiator that plays a primary role in the thermal balance of the Jovian stratosphere [Wallace, 1976]. When CH$_4$ is present the heating source has a minor effect on the temperature because the extra energy is radiated away, but as the CH$_4$ density decreases because of diffusive separation and photolysis, the atmosphere can no longer cool efficiently and the temperature rises rapidly. Moreover, the energy source must extend for a significant distance above the level where CH$_4$ cools, because a separation between the heating source and sink is required to produce a large temperature gradient.

Above the level where the CH$_4$ abundance is appreciable, energy is carried by thermal conduction, and the energy flux, $F$, is given by $F = -\kappa \partial T / \partial z$, where $\kappa$ is the thermal conductivity. Thus the energy flux is proportional to the maximum temperature gradient. Using $\kappa = AT^4$, where $A = 252$ erg cm$^{-1}$ K$^{-1}$, we find that models B, C, and D, with maximum temperature gradients of 3-10 K/km, correspond to energy fluxes of 0.8-2.8 erg cm$^{-2}$ s$^{-1}$. We conclude that the energy source responsible for the high thermospheric temperature must have a strength of approximately 1 erg cm$^{-2}$ s$^{-1}$.

In a steady state, the loss of energy by downward conduction is balanced by a heat source $Q = dF/dz$, which peaks at 0.15, 0.20, and 0.24 mbar for our empirical models B, C, and D. The pressure level at which energy is deposited does not depend strongly on the particular analytic form we use for the temperature profile in our models. To demonstrate this, we consider two extreme cases for the heat source: one in which energy is deposited in an infinitely thin layer (i.e. a delta function), and a more distributed case in which $Q$ is proportional to density. In what follows, the temperature, pressure, scale height, and temperature scale height at the base of the constant-flux region to be $T_b = 540$ K, $p_b = 0.3$ mbar, $H_b = 30$ km, and $H_1 = 1/T dT/dz |_{z=54-180}$ km, where the range reflects the uncertainty in the temperature gradient at 0.3 mbar.

The temperature profile for a delta function heat source is determined by solving the thermal conduction equation with a
constant downward flux, $F = kT/H_4$. We assume that the energy is deposited at a pressure $p_j$. Then, at any pressure $p > p_j$, the temperature is given by

$$T^4 = T^4_j \left(1 - \frac{1}{H_4} \ln \left(p/p_j\right) \right).$$  

(4)

For this model the atmosphere is isothermal at altitudes above $p_j$ but increases monotonically at altitudes below $p_j$. Raising the altitude of the heat source (i.e., lowering $p_j$) results in larger asymptotic temperatures. Solving (4) for the pressure at which $T=800$ K implies that $p_j=0.13$ mbar for model B and 0.23 mbar for model D.

For the model with $Q$ proportional to density, the thermal conduction equation has the solution

$$T^4 = T^4_j \left(1 - \frac{1}{H_4} \ln \left(p/p_j\right) \right).$$  

(5)

which is valid for all pressures. In order to determine if this distributed heat source is consistent with our temperature models we set $p=0$ and solve equation (5) to determine the asymptotic temperature at low pressure. The results are $T=850$, 1080, and 1700 K for models B, C, and D. Temperatures of 850 and 1080 K are consistent with the available data; thus a heating rate proportional to density is consistent with models B and C. In all cases, $2/3$ of the energy flux is deposited below 0.1 mbar.

It is worth emphasizing that the characteristics of the energy source implied by our derived temperature profile are profoundly different from those derived from the Festou et al. [1981] models. The maximum heating rate occurs essentially where the second derivative of temperature with respect to altitude has a maximum. Examination of the Festou et al. [1981, Figure 7] model reveals that this occurs near 1500 km, where the pressure is $10^2$ mbar. Our maximum heating rate occurs roughly at a pressure 4 orders of magnitude higher. The $10^2$ mbar pressure level is essentially in the exosphere and much of prior speculation on the identity of the energy source for the outer planet thermospheres has centered around possible magnetospheric interactions and plasma processes in the ionosphere. Hunt and Dessler [1977] suggested that the precipitation of low energy electrons from the Jovian magnetosphere could be responsible for the high temperature. Shemansky [1985] postulated the existence of an anomalous distribution of low-energy electrons near the Jovian exobase, though the reason for their existence was left unspecified. Both of these suggestions can be ruled out because low energy electrons would deposit their energy near the exobase, in conflict with our results.

The characteristics inferred here are consistent with heating by internal gravity waves, and we believe that dissipation of energy carried to the upper atmosphere by internal gravity waves is a likely explanation for the hot Jovian thermosphere. Gravity waves appear to carry the appropriate amount of energy and will deposit that energy in the right pressure regime. Moreover, there is observational evidence for gravity waves at microbar levels. The scintillations seen in the SAO 78505 and earlier occultation data can be interpreted as evidence of internal gravity waves [Sagan et al., 1974]. In fact, French and Giearsch [1974] pointed out that the thermal balance in the microbar region is likely to be dominated by gravity waves rather than radiation. A similar situation exists on Neptune. Rogues et al. [1994] analyze scintillations seen in ground-based occultations of stars by Neptune and demonstrate that if

the scintillations are caused by waves, the associated energy deposition rates are larger than radiant sources of energy. Atreya et al. [1979] discussed the possibility that gravity wave heating was responsible for the high exospheric temperatures on Jupiter; however, this hypothesis was ruled out because the temperature gradient in the Festou et al. [1981] model was too shallow [Atreya et al., 1981]. Thus subsequent work quickly abandoned the wave heating idea [c.f. Atreya et al., 1984; Strobel et al., 1991]. With the new results presented here, gravity wave heating is a strong candidate for the missing heat source.

5. Heating by Gravity Waves

Presumably, gravity waves are generated by meteorological processes in the lower atmosphere. As the waves propagate upward to lower densities, their amplitude grows in proportion to the inverse square root of density. Eventually, the amplitude becomes so large that the temperature gradient in portions of the wave approaches the adiabatic value, $dT/dz = -\gamma$, which has a value of $-1.7$ K/km. At this point nonlinear effects can no longer be ignored and the convective instability should generate turbulence. This "breaking" limits any further growth of the wave amplitude. The temperature perturbations in the $\beta$-Sco occultation studied by French and Giearsch [1974] were characterized by amplitudes of approximately 5 K and vertical wavelengths ranging from several to 20 km. The temperature perturbations derived by Hubbard et al. [1995] from the SAO 78505 occultation data appear similar. A wave with an amplitude of 5 K and a vertical wavelength of 18 km has a maximum temperature gradient equal to the adiabatic value; thus, it appears likely the gravity waves near 1 mbar are, in fact, saturated. In their equation [24], French and Giearsch [1974] provide an expression for the energy flux carried by gravity waves which depends on the square of the amplitude of the temperature perturbation, the vertical wavenumber, the frequency of the wave, and the state of the background atmosphere. The wave frequency depends on the ratio of the horizontal to vertical wavelengths, which can not be determined from the $\beta$-Sco occultation data. French and Giearsch note that the temperature perturbations retrieved from the $\beta$-Sco data appear to vanish above a density level of $10^{13}$ cm$^{-3}$ and use this fact to estimate a wave frequency of $10^3$ s$^{-1}$. Using this value, along with a vertical wavelength of 20 km and a temperature perturbation of 5 K, implies an energy flux at the $10^{14}$ cm$^{-3}$ density level of 3.4 erg cm$^{-2}$ s$^{-1}$. Comparing this value to the results of our discussion of the temperature profile above, we see that the energy flux carried by gravity waves is of the order required to explain the thermospheric temperature gradient.

Gravity waves will also deposit their energy in the pressure regime implied by our analysis of the temperature profile. French and Giearsch [1974] argue that the $\beta$-Sco observations indicate dissipation of the waves near 1 mbar. They also show that molecular diffusion will cause dissipation of the waves above this pressure level, although this conclusion depends slightly on the ratio of horizontal to vertical wavelengths. For our purposes it is also essential to demonstrate that the gravity wave energy is deposited at altitudes above the region where CH$_4$ can efficiently radiate away energy. An essential feature of our argument is that gravity waves will be dissipated at roughly 1-2 scale heights above the level where
diffusive separation of CH₄ occurs. To investigate this situation we examine the following idealized model, illustrated in Figure 6.

We first review the behavior of the eddy diffusion coefficient caused by gravity wave breaking. At altitudes below z₀ (region I) we assume, following Linzden [1981], that eddy viscosity generated by the breaking waves acts to limit wave growth and keeps the amplitude at the saturated level. The amplitude of the wave is given approximately by

\[
\phi = \phi_e \exp \left( \frac{1}{2} \frac{1}{H_u} - \lambda_i (z - z_0) \right),
\]

where \( \phi \) is any of the wave quantities that vary sinusoidally (the temperature perturbation for example), \( \phi_e \) is a constant, \( H_u \) is the atmospheric scale height, and \( \lambda_i \) is the imaginary part of the vertical wavenumber [Holton and Zhu, 1984]. For the amplitude to remain constant with altitude the imaginary part of the vertical wavenumber must be given by \( \lambda_i = 1/2H_u \).

Analysis of the linear wave propagation implies that \( \lambda_i \) is proportional to the viscosity acting on the wave [Linzden, 1981; Schoebel et al., 1983; Holton and Zhu, 1984]:

\[
\lambda_i = \frac{N^3}{k(u - c)} K_v,
\]

where \( N \) is the buoyancy frequency, \( k \) is the horizontal wavenumber, \( c \) is the horizontal wave speed, \( u \) is the zonal velocity, and \( K_v \) is the viscosity. Both molecular viscosity and eddy viscosity will limit wave growth and \( K_v = D + K \), where \( K \) is the eddy diffusion coefficient and \( D \) is the molecular diffusion coefficient. \( D \) varies as the inverse of atmospheric number density \( \left( D = b/n_a \right) \), where \( b \) is the binary diffusion coefficient. The other quantities in (7) vary more slowly with altitude; consequently, \( \lambda_i \) must decrease exponentially with increasing altitude in order for \( \lambda_i \) to remain equal to \( 1/2H_u \).

At altitude \( z_0 \), the molecular diffusion coefficient becomes large enough to limit wave growth without any contribution from eddy viscosity; thus \( K \) is negligible at and above altitude \( z_0 \). The waves are no longer breaking in region II and no turbulence is generated. The altitude variation of the eddy coefficient implied by these considerations is shown in Figure 6.

The heating rate due to wave dissipation depends on the wave amplitude. \( D \) continues to increase above \( z_0 \), causing the wave amplitude to decrease below the saturated level and eventually leading to dissipation of all the wave energy. Combining equations (6) and (7) with \( D \gg K \) leads to

\[
\lambda_i = \frac{1}{2} \frac{k}{H_u} \frac{p}{p_r},
\]

where \( p \) is the atmospheric pressure and \( p_r \) its value at \( z_0 \). The dependence of \( \lambda_i \) on \( p \) arises from the fact that \( D \) varies inversely as \( p \). In region II the wave amplitude will decrease

---

**Figure 6.** Summary of the physical processes occurring near the CH₄ homopause. The curves shown here are discussed extensively in the text.
according to

$$\psi = \psi_0 \left( \frac{p}{p_0} \right)^{0.5(1 - \gamma/\gamma_0)},$$  \hspace{1cm} (9)

Figure 6 shows an estimate of the heating rate profile based on (9). The heating rate is estimated by taking the altitude derivative of the product of density and wave amplitude squared. The heating rate so estimated is likely to be unreliable below $z_o$ because there are many effects associated with coherent energy propagation by the waves, turbulent transport of energy, etc., that we have ignored. However, our goal is to demonstrate that wave heating extends at least a scale height above $z_o$ and our formulation is adequate for that purpose. The heating rate is significant for roughly a distance of one scale height above $z_o$.

The magnitude of the temperature rise caused by wave heating depends on the vertical separation of the heating and cooling regions. Radiative cooling by CH$_4$ is the primary energy sink. Thus it is essential to determine the CH$_4$ distribution, which depends on the eddy diffusion coefficient. The eddy diffusion coefficient implied by the wave saturation hypothesis predicts that diffusive separation of CH$_4$ will become manifest 1-2 scale heights below $z_o$. Ignoring for the moment loss due to photolysis, equation [3] for the CH$_4$ distribution has the following simple solution for the case where $K + D = K_o$ is constant:

$$f = f_\infty \exp \left( \frac{m_1 - m_2}{m_2} \right) \frac{p}{p_0},$$  \hspace{1cm} (10)

where $f = p/p_0$ is the CH$_4$ mole fraction, $f_\infty$ is its value deep in the atmosphere, and $m_1$ and $m_2$ represent the mass of a CH$_4$ molecule and the mean atmospheric molecular mass, respectively. To derive (10), we have also neglected the temperature dependence of the molecular diffusion coefficient and have assumed an eddy Prandtl number of unity. Equation (10) implies that at altitude $z_o$, diffusive separation has already caused the CH$_4$ mole fraction to decrease to 0.2% of its value in the lower atmosphere. Including loss due to photolysis or the temperature dependence of $D$ would push the CH$_4$ distribution to even deeper levels. Moreover, the actual eddy Prandtl number is likely to be larger than unity [Chao and Schoeberl, 1984] and larger values imply a CH$_4$ density profile that decreases more rapidly than that described by (10). Above $z_o$, the CH$_4$ density will decrease with altitude according to its own diffusive equilibrium scale height because, according to our assumptions, $K$ is small in this region. The CH$_4$ distribution described by (10) is shown in Figure 6.

Our analysis demonstrates that gravity waves will be dissipated roughly one scale height above the region where molecular diffusion becomes sufficiently large to damp the waves. Moreover, turbulence generated by the waves weakens near this level and diffusive separation of CH$_4$ occurs roughly 2-3 scale heights below the heating level. The separation between the heating source and sink implies the presence of a large temperature gradient in the intervening region. This scenario is consistent with our results on the structure of Jupiter's upper atmosphere. The rapid temperature rise demanded by the Liu and Dalgarno [1995] results occurs near 0.3 \mu bar. Our analysis of the UVS occultation data indicates that diffusive separation of CH$_4$ occurs at about that level. The scintillations seen in the ground-based occultation data can be interpreted as upward propagating gravity waves at the same pressure level. The gravity waves appear to be saturated, and for plausible values of their frequency they carry an energy flux of the magnitude required to explain the large temperature gradient.

Although the case for gravity wave heating looks promising, there are several reasons to remain cautious. The interpretation of the scintillations seen in the occultation data is not unique. It is possible that these features are not caused by waves but by stationary structures in the Jovian atmosphere. Vertical temperature variations on the order of 5 K could be a result of the circulation patterns in the Jovian upper atmosphere. If this is the case, then the turbulent mixing in this region must be caused by a process other than the breaking of gravity waves.

Our treatment of the thermal structure and gravity wave energetics has been simplistic because our goal has been to demonstrate that the general characteristics of gravity waves are consistent with the characteristics of the heat source implied by our results on the upper atmospheric structure. Given the success of these exploratory calculations, there are several processes associated with gravity waves that deserve further study. We have neglected radiative damping of the waves. Above the homopause radiative dumping can not be important, but in the region where the temperature begins to rise as the CH$_4$ density begins to drop, radiative damping may have a significant effect on the waves. We have considered energy deposition by the waves only in the region where they are over-damped, i.e., where the amplitude is decreasing with altitude. The waves will also deposit energy in the region where they are saturated. Much of this energy may be radiated away by CH$_4$, but again there may be significant effects in the transition region where the CH$_4$ density is beginning to drop. Moreover, the role of breaking gravity waves is not limited to heating; they also affect the thermal balance through the transport of potential temperature and coherent wave energy. Numerical calculations of these effects, though beyond the scope of this paper, are required to quantitatively evaluate these complications. Finally, we emphasize that our analysis is based on Linden's [1981] hypothesis that the eddy coefficient due to breaking gravity waves has the value required to keep the wave amplitude at the saturated level.

6. Summary and Conclusions

The conclusions reached in this study can be summarized as follows:

1. The Jovian atmosphere possesses a strong temperature gradient in the 0.1-1 \mu bar region: over roughly one decade of pressure the temperature rises from \sim 175 K to \sim 800 K.

2. The temperature rise is coincident with the disappearance of CH$_4$ from the atmosphere. The maximum temperature gradient occurs at 0.3 \mu bar, where the CH$_4$ mole fraction is roughly 10% of its value in the deep atmosphere.

3. The energy flux required to explain the temperature rise is of the order of 1 erg cm$^{-2}$ s$^{-1}$ and the energy must be deposited in the 0.1-1.0 \mu bar region.

4. The gravity wave interpretation of the scintillations seen in the SAO 78305 occultation data and the \beta-Scu occultation data implies that the waves carry an energy flux approximately equal to that required to explain the large temperature gradient.

5. Gravity waves will be dissipated in the 0.1-1.0 \mu bar re-
region, consistent with our inferences on the location of heating from analysis of the temperature profile.

6. Diffusive separation of CH₄ should occur several scale heights below the level where gravity wave energy is deposited. Energy is carried by thermal conduction in the region between the source and the sink, causing the large temperature gradient.

In consideration of conclusions 4-6, dissipation of gravity wave energy appears to be a likely candidate for the energy source responsible for the temperature rise in the Jovian thermosphere.

Several of the conclusions reached in this study can be tested by the Atmospheric Structure Instrument (ASI) on the Galileo probe [Stieff and Knight, 1992]. This instrument will determine the vertical structure of the Jovian atmosphere from 0.3 nbar to well below 1 bar with an altitude resolution of 2 km in the microbar region of the atmosphere and an expected precision of 1 K [Stieff and Knight, 1992]. Thus the thermal profile in the microbar region will be accurately measured. The probe will enter the atmosphere at a latitude of 6° N, which is similar to the latitudes relevant for the data sets analyzed here. These ASI measurements of the atmospheric structure will directly test the large temperature gradient models proposed here. Moreover, the sensitivity of the ASI is sufficient to measure gravity wave perturbations in the atmosphere. The characteristics of waves discussed here (i.e., temperature perturbations of several kelvins and vertical scales of tens of kilometers) is within the range accessible by ASI measurements. Examination of the characteristics of these waves should more tightly constrain the heating rate due to wave dissipation, providing a better test of our hypothesis that wave heating is responsible for the high thermospheric temperature.

We note that there are other possible sources of heat for the Jovian thermosphere. Energy deposited at high latitudes by the intense aurora on that planet could be transported to low latitudes by thermospheric winds. Quantitative evaluation of this hypothesis is difficult because the auroral energy input is not well determined and the efficiency with which heat can be transported to low latitudes has not been calculated. Also, the aurora on the other giant planets are far weaker than those on Jupiter, yet they all have hot thermospheres, implying the existence of a heating mechanism other than the transport of auroral energy. Joule heating in the ionosphere has also been suggested [Broadfoot et al., 1981; Nishida and Watanabe, 1987; Clarke et al., 1987; Hudson et al., 1989] as an energy source for the giant planet thermospheres. As with aurora quantitative evaluation of this hypothesis is difficult. The strength of Joule heating depends on the ionospheric structure and the wind fields near in the upper atmosphere. The ionospheric structure on Jupiter is poorly understood, especially in the 0.1-1.0 μbar region, and we know nothing at all about winds in this region. Moreover, Joule heating will act to dissipate the winds, implying that another mechanism must be found to deposit momentum and energy in the appropriate region of the atmosphere.

Our analysis and discussion have concentrated on the Jovian atmosphere. It is important to remember that high thermospheric temperatures occur on Saturn, Uranus, and Neptune as well. Moreover, all these atmospheres have been probed by ground-based stellar occultations, and scintillations are seen in every case. We note that stellar occultation obser-

vations of Uranus, though originally interpreted as nearly iso-

tropic at a low temperature, have also been found to be consistent with the large temperature gradients inferred from Voyager UV spectrometer occultations [Baron, 1989, Rick and Hunten 1990]. The model presented here for gravity wave heating and the way in which it is coupled to diffusive separation of CH₄ implies that large temperature gradients should be present near the homopause in all outer planet atmospheres. The process appears to be quite general because the separation between the heating level and the radiative cooling level is primarily a consequence of the mass difference between CH₄ and H₂. Thus an important test of the scenario outlined here is a reexamination of both the UV and ground-based occultation data to determine if they are consistent with the presence of large temperature gradients in the 0.1-1.0 μbar region.
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