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Abstract The existence of a surface-bounded exosphere about Mercury was discovered
through the Mariner 10 airglow and occultation experiments. Most of what is currently
known or understood about this very tenuous atmosphere, however, comes from ground-
based telescopic observations. It is likely that only a subset of the exospheric constituents
have been identified, but their variable abundance with location, time, and space weather
events demonstrate that Mercury’s exosphere is part of a complex system involving the
planet’s surface, magnetosphere, and the surrounding space environment (the solar wind and
interplanetary magnetic field). This paper reviews the current hypotheses and supporting ob-
servations concerning the processes that form and support the exosphere. The outstanding
questions and issues regarding Mercury’s exosphere stem from our current lack of knowl-
edge concerning the surface composition, the magnetic field behavior within the local space
environment, and the character of the local space environment.
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1 Introduction

The discovery of an atmosphere, or more accurately an exosphere, around Mercury was
made through the ultraviolet airglow and occultation experiments on the Mariner 10 space-
craft during its three flybys of the planet in 1974 and 1975. The Mariner 10 occulta-
tion experiment set an upper limit on Mercury’s atmospheric density of approximately
105 atoms/cm3, corresponding to a pressure of about 10−12 bar (Broadfoot et al. 1976;
Hunten et al. 1988), thus defining it as a collisionless exosphere with its exobase coinci-
dent with Mercury’s surface: a surface-bounded exosphere. Ultraviolet (UV) emissions of
the three atomic elements, hydrogen (H), helium (He), and oxygen (O), were detected with
the UV airglow spectrometer (Broadfoot et al. 1976; Kumar 1976). Since the Mariner 10 fly-
bys, exploration of Mercury’s exosphere has been conducted by means of ground-based tele-
scopic observations. Three additional elements, sodium (Na), potassium (K), and calcium
(Ca), have been detected through their resonance scattering emission lines (Potter and Mor-
gan 1985, 1986; Bida et al. 2000). Because the combined pressures of the known species are
much less than the total exospheric pressure measured by the Mariner 10 occultation experi-
ment, other species are expected to exist in this tenuous atmosphere. Additional constituents,
such as carbon (C), carbon monoxide (CO), carbon dioxide (CO2), lithium (Li), argon (Ar),
neon (Ne), and xenon (Xe) have been sought but not detected (Broadfoot et al. 1976;
Fink et al. 1974; Hunten et al. 1988; Sprague et al. 1996). Other species, such as hy-
droxyl (OH) and sulfur (S), have been suggested (Slade et al. 1992; Butler et al. 1993;
Sprague et al. 1995) and modeled (Killen et al. 1997; Koehn 2002; Koehn et al. 2002)
as related to the radar-bright deposits near Mercury’s poles (Harmon and Slade 1992;
Slade et al. 1992).

Telescopic observations from the mid-1980s to today have shown that there is tempo-
ral and spatial variability in Mercury’s exosphere. The elements have both high- and low-
velocity components and are influenced by the thermal and radiative environments in ad-
dition to the interstellar medium. For example, the variability in exospheric Na has been
mapped to variability in the solar wind (Killen et al. 1999, 2004a, 2004b) and its effects on
Mercury’s magnetosphere.

Mariner 10 also made the first in situ measurements of the planet’s magnetic field (Ness
et al. 1974; Simpson et al. 1974) and the space environment around Mercury (Ogilvie et
al. 1977). During the first flyby the spacecraft passed through the magnetotail of the planet
and provided the first hint that Mercury may have a magnetic field similar to, though of
lower amplitude than, the Earth’s. The second flyby passed across the dayside of the planet,
and the third again crossed the tail, this time closer to the planet’s surface. Analysis of
these data showed that the planetary magnetic field was probably a dipole with a moment
of 350 to 400 nT-R3

M, oriented within 10◦ of the rotational axis (Connerney and Ness 1988).
Additional details concerning Mercury’s magnetosphere can be found in a companion paper
(Slavin et al. 2007).

The fundamental observation, however, was that the magnetic field of Mercury is able
to stand off the solar wind, at least under nominal solar wind conditions. This implies a
dynamical coupling to the planet that is mediated by magnetospheric current systems that
must close near or within the planet. At Earth, the corresponding current systems close in
Earth’s ionosphere, but Mercury has no ionosphere. How do the required current systems
close at Mercury? One hypothesis is that Mercury’s exosphere provides a so-called “pick-
up conductance,” derived from the ionization and electric field acceleration of atmospheric
species, that enables the formation of an Earth-like magnetosphere despite the absence of
an ionosphere (Cheng et al. 1987; Ip 1993). Another proposed mechanism for closing cur-
rent systems is based on the assumption that the surface of Mercury is itself conducting
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(Janhunen and Kallio 2004). As will be discussed, the exosphere, magnetosphere, and sur-
face of Mercury form a complex, interacting system whose properties and dynamics are still
incompletely understood.

Exosphere–surface interactions for many of the exospheric constituents are not well un-
derstood, since many properties of Mercury’s regolith, such as porosity and composition,
are still poorly known (Head et al. 2007; Boynton et al. 2007). Given the variability of solar
wind conditions at Mercury’s orbit, and the relative weakness of Mercury’s magnetic field,
the solar wind at times can drive the magnetopause down to the surface of the planet. Under
these unusual conditions the surface is exposed directly to solar wind plasma and particles.
Even under normal solar wind conditions, solar wind plasma and particles can access the
magnetosphere and surface via a variety of processes, such as dayside reconnection creat-
ing open field lines or boundary layer processes. The composition of Mercury’s exosphere,
with its abundant H and He, clearly indicates a strong solar wind source. Once solar wind
plasma and particles gain access to the magnetosphere, they predominantly precipitate to
the surface, where solar wind species are neutralized, thermalized, and released again into
the exosphere. Moreover, bombardment of the surface by solar wind particles, especially
energetic ions, contributes to ejection of neutral species from the surface into the exosphere
(via “sputtering”) as well as other chemical and physical surface modification processes.
Details concerning the resulting “space weathering” of the regolith from scouring by solar
wind particles are given by Head et al. (2007).

This paper summarizes our current state of knowledge concerning the exosphere compo-
sition, especially in terms of sources, sinks, and processes. It discusses the observed structure
and density distributions within the exosphere and their association with the local environ-
ment. Exosphere–surface interactions and modeling efforts are compared with the current
set of observations. The complex interaction and interconnections between the space en-
vironment (solar wind and interplanetary magnetic field, or IMF) and Mercury’s magnetic
field, exosphere, and surface are examined. Last, predictions are summarized for what the
MErcury Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) mis-
sion may observe and discover.

2 Composition: Sources, Sinks, and Processes

Table 1, adapted from Strom and Sprague (2003), summarizes the currently known con-
stituents in Mercury’s atmosphere and their approximate abundances. The abundance of H
in Mercury’s exosphere is at least 10 times the abundance seen in the Moon’s exosphere

Table 1 Mercury’s exospheric species

Constituent Discovery reference Column abundance

(atoms per cm2)

Hydrogen (H) Broadfoot et al. (1976) ∼5 × 1010

Helium (He) Broadfoot et al. (1976) ∼2 × 1013

Oxygen (O) Broadfoot et al. (1976) ∼7 × 1012

Sodium (Na) Potter and Morgan (1985) ∼2 × 1011

Potassium (K) Potter and Morgan (1986) ∼1 × 109

Calcium (Ca) Bida et al. (2000) ∼1 × 107
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(Hunten and Sprague 1997). This large difference may be connected to the presence of
a magnetic field on Mercury (Goldstein et al. 1981; Hunten and Sprague 1997). Gold-
stein et al. (1981) demonstrated that it is possible for Mercury’s magnetosphere to stand
off the normal solar wind (except at the high-latitude cusps). More recent hybrid models
show that Mercury’s magnetosphere is open a large part of the time (Kallio and Janhunen
2003a, 2003b, 2004a, 2004b). The distribution of Na atoms (discussed in the next section)
is commensurate with these more open models. The abundances of Na and K have been
observed to vary diurnally (Sprague 1992; Sprague et al. 1997; Hunten and Sprague 2002;
Schleicher et al. 2004), with latitude (Potter and Morgan 1990, 1997; Sprague et al. 1997),
and in association with surface features such as the Caloris basin and radar-bright spots
(Sprague et al. 1990, 1998). Localized enhancements of Na have been observed with both
imaging and spectroscopic techniques (Potter and Morgan 1990, 1997; Sprague et al. 1990,
1997; Hunten and Sprague 1997). More details on these variations are addressed in the next
section, which describes the structure and density distribution of materials within the ex-
osphere.

Measurements of many of the exospheric constituents show evidence for two-component
velocity (temperature) distributions (e.g., H), or for Weibull (a continuous probability dis-
tribution function) distributions (Na and K). The vertical distribution of H is best mod-
eled by two components: a dominant cold component with a temperature characteristic of
the cold nightside surface and a smaller component with a temperature distribution more
commensurate with the hot dayside surface temperature (Shemansky and Broadfoot 1977;
Hunten and Sprague 1997). Observations of Na indicate that this species is emitted into the
exosphere at higher velocities (commensurate with sputtering from the surface by charged
particles or energetic solar photons) and that thermalization to the surface temperature is
inefficient (Hunten et al. 1988; Hunten and Sprague 1997; Killen et al. 1999). Models of the
exosphere sources and sinks are constrained by the measurements of these multiple velocity
or temperature components.

Table 2 outlines the possible sources, sinks, and processes producing Mercury’s ex-
osphere. The sources and sinks are related to a complex interplay between exosphere–
surface interactions (discussed in more detail in Sect. 4) and solar wind, IMF, and planetary
magnetospheric interactions (discussed in more detail in Sect. 5) with the surface.

The observed abundances of H and He can be explained by solar wind capture and
radiogenic decay (4He). These species are lost from Mercury’s exosphere through ther-
mal escape. Heavier atoms, such as Na and K, are lost by photoionization. Once ion-
ized, roughly half are carried away by the solar wind (Killen et al. 2004a; Killen and
Crider 2004). Most of those recycled return on the dayside depending on the scale
height (Sarantos 2005). However, there is a small population of these ions that could
be trapped in Mercury’s magnetotail, accelerated back to the nightside of the planet,
and recycled through interactions with the surface (Ip 1993; Hunten and Sprague 1997;
Sarantos 2005).

The most extensively studied species in Mercury’s exosphere is Na. Sodium has been
observed to be highly variable, with column densities varying on timescales smaller than 24
hours. Distributions and enhancements of Na in the exosphere have been correlated with so-
lar wind magnetospheric interactions and variations in the regolith composition (e.g., Potter
and Morgan 1990, 1997; Killen et al. 1990, 1999, 2001; Sprague et al. 1997, 1998; Potter et
al. 1999; Lammer et al. 2003). Killen et al. (2001) examined how much of the Na population
could be attributed to photon-stimulated desorption (PSD), ion sputtering, and impact va-
porization of micrometeoroids. They concluded that the impact vaporization process could
provide up to 25% of the Na seen. The relative importance of each process is variable, both
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Table 2 Mercury exosphere sources and sinks

Source processes Relevant species Recycling process References

Direct to exosphere

Solar wind capture H, He a, f

Radiogenic decay and He a, f

outgassing

Meteoroid volatilization Na, K, Ca b, d, f, g

Delivery to surface

Diffusion H, He, O, Na, K d, e, h, j, k, l, m

Regolith turnover H, He, O, Na, K, Ca d, e, f

Magnetotail or ion H, He, O, Na, K, Ca a, c, e, k

recycling

Release from surface

Sputtering: physical Na, K, Ca Yes c, d, e, f, j

Sputtering: chemical Na, K, Ca, OH Yes l, o

Thermal desorption H, He, O, Na, K Yes d, f, k, l

(evaporation)

Photon stimulated Na, K Yes d, l

desorption (PSD)

Impact vaporization All n

Sink processes

Photoionization H, He, O, Na, K, Ca e, f, d, k

Thermal escape H, He f

Surface implantation: H, He, O, Na, K, Ca Yes e, f, k

adsorption

Surface implantation: H, O, Na, K, Ca Yes f, m

chemical bonding

a. Goldstein et al. (1981). b. Potter and Morgan (1985). c. Ip (1986). d. McGrath et al. (1986). e. Cheng et
al. (1987). f. Hunten et al. (1988). g. Morgan et al. (1988). h. Tyler et al. (1988). i. Killen (1989). j. Sprague
(1990). k. Sprague (1992). l. Hunten and Sprague (1997). m. Potter (1995). n. Cintala (1992). o. Potter (1995)

with true anomaly angle and with solar activity, and is highly uncertain. The remainder of
the Na in Mercury’s exosphere is considered to come from a combination of processes that
deliver Na to the surface followed by a set of surface release processes.

The three processes listed in Table 2 that are believed to deliver exospheric material
to the surface are diffusion, regolith turnover, and ion recycling. Diffusion processes can
be subdivided into three types: regolith diffusion, volume diffusion, and grain-boundary
diffusion. Regolith diffusion, as examined by Sprague (1990), is the diffusion of sodium
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and/or potassium along cracks and voids between grains and rock fragments. Volume dif-
fusion, as studied by Killen (1989), is the solid-state diffusion through crystalline lattices.
Grain-boundary diffusion is the diffusion of material across grain surfaces. Killen (1989)
found that volume diffusion is too slow to produce the Na abundance observed in Mercury’s
exosphere. Sprague (1990) suggested that the combination of regolith and grain-boundary
diffusion can provide the requisite amounts of Na and K over the solar system lifetime with-
out relying on efficient recycling of material. These diffusion processes can also explain the
relative observed abundances of Na and K at the Moon (Sprague 1990). Mercury’s highly
variable Na/K abundance ratio, which is also much higher than the Na/K ratio observed
for the Moon, remains unexplained (Potter et al. 2002a). However, potassium column den-
sities have been observed to decrease with increasing levels of solar activity (Potter et al.
2002a), which led Ip and Kopp (2004) to postulate that the Na/K ratio variability, and high
value compared with lunar values, may be caused by the favored removal of K through its
preferential acceleration (resulting from its lower gyrofrequency compared with Na) by ion
cyclotron waves generated in the polar caps due to solar wind interactions. However, Saran-
tos (2005) tested the hypothesis that there exist more fractional losses for potassium ions
and found no statistical difference for the fractional recycling of Na+ and K+ due to ac-
celeration by the large-scale electric field. A more likely explanation for the variable Na/K
ratio is thermal diffusion acting faster on bound sodium than on potassium (Sprague 1992;
Killen et al. 2004a). It is also quite possible that the observed variation in the Na/K ratio
results from the fact that the two species were not observed concurrently and that spatial
and temporal variations are the cause of the differences.

Regolith turnover is another mechanism for bringing exospheric material to the surface,
namely through impact gardening. Ion recycling has been studied by Killen et al. (2004a),
Killen and Crider (2004), and Sarantos (2005). Work by Ip (1993) showed that exospheric
material, after ionization by solar UV photons, could be trapped in Mercury’s magneto-
tail and transported to the nightside. Sprague (1992) suggested that these ions could be
implanted into the nightside surface, where they can be neutralized and adsorbed into the
surface. However, Sarantos’ (2005) modeling shows that approximately twice as many ions
recycle to the dayside, but this result is highly variable with IMF conditions. Dayside re-
cycled photoions can be reemitted at short timescales due to PSD, but nightside recycled
ions can be reemitted only by meteoritic vaporization, ion sputtering, and electron-impact
sputtering. The emission rate on the nightside is probably one-third to one-half the dayside
rate, depending on the impact vaporization rate and nightside sputtering rate.

Although meteoroid volatilization is listed in Table 2 as a “direct to exosphere” source
process, volatiles released during the impact process may also be trapped within the sur-
face for later release to the exosphere. Conversely, the impact process could also release
exospheric species already present in the surface.

Once these materials are brought to the surface, a process is needed to release them to
the exosphere. The release processes listed in Table 2 include sputtering (both physical and
chemical), evaporation, meteoritic vaporization, and PSD. Physical sputtering is the release
of material through impact by energetic particles. Chemical sputtering involves a chemical
reaction between the surface material and the energetic particle, where the reaction prod-
uct is desorbed. Chemical sputtering has been suggested as a source of Na and OH (Potter
1995). The high-velocity component observed in the Na emission lines indicates a high-
energy mechanism for release of materials from the surface. This mechanism is commensu-
rate with sputtering by either charged particles from the solar wind or solar photons. Thermal
desorption, or evaporation, as proposed by McGrath et al. (1986), is too rapid to characterize
the atmosphere alone, but it is part of the exosphere recycling process. PSD is the desorption
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Fig. 1 The sources, sinks, and processes within the exosphere, surface, and magnetopause of Mercury

of particles due to UV photon bombardment. Laboratory studies by Yakshinskiy and Madey
(1999) demonstrated that Na can be released via PSD from lunar soil simulate. Killen et al.
(2001) modeled particle release from Mercury’s surface by PSD and found that PSD could
be an efficient particle release process on the dayside for volatile species such as Na and K.
The strong observed dependence of Na abundance with solar zenith angle supports PSD as a
major source process for Na (Killen et al. 2001). Refractory elements such as Ca would not
be thermally desorbed or sputtered by UV photons. Refractory species are most efficiently
released by impact vaporization (e.g., Mangano et al. 2007). Very hot calcium has been
observed in the exosphere, a large fraction of which directly escapes (Killen et al. 2005).

The possible sinks for depleting Mercury’s exosphere include thermal escape (H and He
only), photoionization and entrainment in the solar wind, and surface implantation. Neutral
atoms in the exosphere can be ionized and removed to the interplanetary medium via the
solar wind and magnetosphere (Killen et al. 2004a; Killen and Crider 2004; Sarantos 2005).
Thermal escape is an efficient process for the lighter elements H and He. Thermal escape
assisted by solar radiation pressure occurs for sodium and presumably also for potassium.
Up to 10% of the total sodium production rate is lost by escape into the Mercury “tail” during
periods of maximum solar radiation pressure (Potter et al. 2002b). Removal of material from
the exosphere via surface implantation can occur either through adsorption onto surface
grains or through chemical interactions, such as those that produce space weathering effects
in the regolith. Adsorption is more productive on the nightside, where evaporation is less
effective at releasing the material. Adsorption also includes the process of cold-trapping
material, such as in shadowed areas at high latitudes, or under outcroppings (Yan et al.
2006). The accumulation of material on the nightside for later release during Mercury’s day
is supported by the diurnal variations seen in the Na abundances (Sprague 1992; Sprague et
al. 1997; Hunten and Sprague 2002; Schleicher et al. 2004).

The life cycle (Fig. 1) of an exospheric species can be followed by starting its journey
to the surface from either the subsurface (by diffusion or regolith turnover) or from the ex-
osphere (by collision with the surface) (Killen and Crider 2004). If a neutral atom collides
with the surface it can be either scattered back into the exosphere or implanted into the
surface, where it is either adsorbed or chemically bonded in a surface space-weathering
process. A photoionized species can also collide with the surface (Killen et al. 2004a;
Sarantos 2005), where it will be either neutralized and adsorbed (such as with magnetotail
or ion recycling) or chemically bonded into the surface, also as part of the space-weathering
process. Species from the surface can be introduced, or reintroduced, into the exosphere
by sputtering, evaporation, PSD, meteoroid volatilization, impact vaporization, or scattering
from collision at the surface.
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3 Structure and Density Distributions

Several sets of observations constrain the six known constituents (H, He, O, Na, K, and
Ca). Atomic hydrogen, observed in two height distributions, is characterized by the day and
night surface temperatures, respectively, with scale heights above the surface of about 1,330
and 230 km. Helium emission, greatest over the dayside and above the sunward limb, was
measured as far as 3,000 km above the surface (Broadfoot et al. 1976). The Mariner 10 ob-
servations did not include measurements in the polar regions, so the distribution associated
with those areas is constrained only by telescopic measurements. Telescopic observations
show that Ca appears to be enhanced above the polar regions, but its distribution is not
fully known (Killen et al. 2005). Calcium is observed at extreme temperatures, and a large
fraction is above escape velocity (Killen et al. 2005). The mechanism for imparting these
energies is unknown. For O, observations by Mariner 10 provided only an upper limit on the
abundance estimate.

Ground-based observations of Na and K show variable abundances and distributions of
these elements. Possible associations between bright-ray craters and regions of freshly over-
turned regolith with enhanced Na abundance, as indicated by emission at the Na D2 line
at 589 nm (Sprague et al. 1998), are shown in Fig. 2. The brightest Na emission falls over
the Kuiper-Muraski crater complex (designated K) and the location of features with no-
tably bright albedo at both visible and radar wavelengths (A). Both of these geologic fea-
tures are associated with regions of freshly excavated material (Robinson and Lucey 1997;
Harmon 1997). The brightest region in the figure appears offset from the associated geologic
features. Atmosphere turbulence effects, or atmospheric seeing, would move the bright re-
gion toward the center of the image; thus it is more likely associated with the features closer

Fig. 2 This Na emission image,
adapted from Potter and Morgan
(1997), was taken with an image
slicer on the McMath-Pierce
Solar Telescope at Kitt Peak. It
shows an example of enhanced
Na emission observed over a
freshly cratered region (K ,
Kuiper-Muraski crater complex).
A radar-bright spot (A) is at the
longitude of the limb. Both areas
K and A are associated with
regions of freshly overturned
regolith. Radar-bright spot B is at
the same longitude in the
northern hemisphere but shows
no enhancement of Na. Localized
Na sources near the planet limb
observed from ground-based
telescopes appear offset in the
direction of the planet center due
to atmospheric seeing effects.
Thus the bright red region is
likely associated with geologic
features near the limb. The color
bar codes the intensity of
emission, with red the brightest
(∼6 MRayleighs for the date of
observation; December 7, 1990)
and blue-green the minimum
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Fig. 3 An example of the
asymmetric distribution of Na in
Mercury’s atmosphere (Potter et
al. 2006). This observation, made
near Mercury’s perihelion, is a
composite of three 10′′ × 10′′
images taken with the image
slicer on the echelle spectrograph
at Kitt Peak’s McMath-Pierce
Solar Telescope. Each pixel is 1′′
square and is produced by
extracting the D2 emission line
from a high-resolution spectrum.
The figure shows integrated
intensity along the line of sight in
kRayleighs (kR) and is not in a
1 : 1 relationship to zenith
column abundance. The tail is not
imaged here since only three
10′′ × 10′′ fields are shown.
Limb brightening is apparent on
the dayside due to line of sight
effects

to the limb. In addition, the processing of image data obtained from an image slicer to a
representative two-dimensional map also shifts the location of the bright region. With this
said, it should be noted that the distribution of these elements changes on a daily basis and
this distribution could be a function of magnetosphere–solar wind interactions (Killen et al.
2001). Another example of the uneven distribution of atmospheric sodium (Fig. 3) is the ob-
servation of brightening along the sunlit limb and excess sodium at high southern latitudes
(Potter et al. 2006). In this case peak emission is observed at ∼2.7 MRayleighs (2,700 kR).

Sodium and potassium atoms are massive enough to be mostly bound to the planet, and
thermal components with scale heights roughly approximated by the surface temperature
(30–60 km) are present (Sprague et al. 1997). However, several ground-based observations
have found an extended Na component that varies in distance according to Mercury’s true
anomaly, solar activity, and the orientation of magnetic fields in the solar wind (Potter et al.
2006). Scale heights of 150 km have been used to model the observed Na distributions seen
by Schleicher et al. (2004). Figure 4, adapted from Potter et al. (2002) and obtained from Kitt
Peak’s McMath-Pierce Solar Telescope, shows three regimes of the Na exosphere. Extended
coronae sometimes exist above both the north and south polar regions; a lower-scale height
region can be observed at the subsolar point; and there is a “tail” of material streaming in
the anti-sunward side. All of these three regimes are expected as a result of solar radiation
pressure. The abundance of the distant tail population is controlled by pressure from solar
photons and various source mechanisms. Thus the tail’s extent is expected to vary with the
position of Mercury relative to the Sun and has been modeled by Smyth and Marconi (1995)
and Leblanc and Johnson (2003).

Figures 5 and 6 show two extreme examples taken from the models of Leblanc and
Johnson (2003). The exosphere model simulation by Leblanc and Johnson (2003) includes
a surface source of atoms from an initially adsorbed layer of 4 × 1012 atoms cm−2 as well as
what is provided by infalling meteoritic material. As discussed in Sect. 4, these researchers
do not consider such other sources as diffusion and meteoritic vaporization. In their model
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Fig. 4 Emission from Na atoms
in Mercury’s exosphere and
anti-sunward tail are shown along
with a color bar indicating
emission intensity in kRayleighs
(Potter et al. 2002b). This image
was taken on May 26, 2001, at a
Mercury true anomaly of 130◦ .
This is a composite of ten
10′′ × 10′′ images taken with an
image slicer on the echelle
spectrograph at the McMath
Pierce Solar Telescope.
Resonance scattering reveals
sodium only in sunlight;
therefore, the relatively low
emission to the left, on the
nightside, does not mean that
there is a lack of sodium there.
The Na distribution and emission
intensity are variable and depend
on true anomaly as well as
variable source processes.
Line-of-sight velocity was
determined by measuring the
shift of the centroid position of
the emission line from the rest
position on Mercury. These
velocities were converted to
heliocentric velocities by
dividing by the sine of the phase
angle. This image, made close to
aphelion, shows the Na extended
high above the polar regions
similar to the model shown in
Fig. 5

atoms accumulate on the nightside, and as a consequence the morning terminator is the main
source of sodium atoms to the atmosphere. Leblanc and Johnson (2003) concluded that the
north–south asymmetries can be attributed to maxima in surface Na concentration at high
latitudes just before the dawn terminator due to cold trapping.

Alternative models (as discussed in Sect. 4), such as that proposed by Killen et al. (2001,
2004a), incorporate additional processes. In these models cold-trapping is less efficient on
the nightside because impact vaporization and ion sputtering deplete the surface of adsorbed
atoms, and because many of the atoms that reach the nightside are already above escape
velocity. As a result, the exosphere is most dense on the dayside, either at the subsolar point
or with local enhancements where the magnetosphere is open to the solar wind.

Measurements of the distribution and abundance of the Na atmosphere above the limb
of Mercury were made during Mercury’s transit of the Sun in 2003 (Schleicher et al. 2004).
Using a triple etalon system with adaptive optics, the absorption profile of the Mercury Na
D2 line was measured. Na emission was observed to be greater above both polar regions than
above the equatorial limb of the planet. In addition, measurements above the morning side of
the planet exhibited greater Na emission than on the evening side. The predictive model of
Leblanc and Johnson (2003) shown in Fig. 5 is consistent with the observations, which also
occurred near aphelion. Schleicher et al. (2004) give Na scale heights for four geometries
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Fig. 5 At aphelion, at a true
anomaly angle of 181◦ , the Na
exosphere is extended above the
polar regions on the Sun side in
this model (Leblanc and Johnson
2003). The abundance units on
the color bar are logarithmic in
Na/cm2 and distances are in units
of planet radius

Fig. 6 At a true anomaly of
252◦ the maximum Na emission
appears near the morning
terminator in this model from
Leblanc and Johnson (2003). As
described in the text, the Na
streams behind the planet under
the increased influence of solar
radiation pressure. This
geometric configuration
corresponds closely to that shown
in Fig. 4. Column abundance
units on the color bar are
logarithmic in Na/cm2

Table 3 Estimate of sodium
scale heights Location Scale height (km)

Northern maximum 135 ± 30

Southern maximum 130 ± 30

Western planetary limb (150)

Eastern planetary limb (150)

at Mercury’s limb, corresponding to the equivalent widths shown in Fig. 7. Good model
fits to the northern and southern maximum measurements give scale heights with error bars
as shown in Table 3. For the eastern and western planetary limbs, a scale height of 150
km was assumed for the model (shown in parentheses). Note that equivalent atmospheric
temperatures corresponding to these scale heights are between 1,350 and 1,520 K, consistent
with the results of Na D2 line width modeling by Killen et al. (1999).
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Fig. 7 Equivalent widths of the Mercury Na D2 line are plotted as functions of the distance from Mercury’s
limb. Models estimating fits to the equivalent width distributions yield estimates of the scale height (H) of
the Na distribution (Schleicher et al. 2004). ϕ is the azimuthal angle from the north pole of Mercury measured
in a clockwise direction around the observed limb of the Earth-facing disk, τ0 is the optical depth at the line’s
center along the gazing line of sight, n0 is the Na particle density, and ncol is the Na column density

An estimate of about 1.6 km s−1 is made for the velocity along the line-of-sight of the
measurement. This estimate is based on the Doppler width of the Na D2 line convolved with
the spectral resolution of the instrument.

Some information regarding the height distribution of Ca above Mercury’s surface has
been obtained by several spectroscopic measurements (Killen et al. 2005). Figure 8a shows
intensity of Ca 422.6 nm emission at the slit locations during one such observing period, with
the Ca intensity color coded. Figure 8b shows the corresponding line of sight Ca velocity
corresponding to the slit locations shown in Fig. 8a. Clearly a high-energy process is placing
Ca up to 3,000 km above Mercury’s surface. No near-surface Ca emission has yet been found
on the sunlit limb due to the difficulty of observing near the bright limb. The data shown
in Fig. 8 indicates that Ca is moving at extreme velocity in the direction of orbital motion
of Mercury, with a large fraction probably moving above escape velocity. These velocities
cannot be due to impact vaporization or ion sputtering but must be caused by a secondary
process such as dissociation or charge exchange (Killen et al. 2005).

No actual measured information regarding the height distribution of O is available (the
detection and estimated abundance of O made by Mariner 10 had no associated height dis-
tribution information, and ground-based observations cannot detect the emission line at
130.4 nm because of telluric atmospheric opacity in the UV). It is possible that Ca may
be vaporized in molecular form, and that CaO is dissociated after ejection from the surface,
leaving both Ca and O at high energy (Killen et al. 2005). In such a case it could be expected
that O will be escaping. Koehn and Sprague (2007) suggested that O6+ and Ca11+ delivered
by the solar wind to Mercury’s surface and subsequently ejected as neutral atoms into an en-
ergetic distribution in the Mercury space environment or exosphere are adequate to explain
the observations.
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(a)

Fig. 8 (a) Intensity of Ca emission at various slit locations of the High Resolution Echelle Spectrometer
(HIRES) placed from the limb to about one Mercury diameter away from the planet during observations
at the Keck I telescope on May 3, 2002. (b) Line-of-sight velocity components of calcium of 1 to 3 km/s
are color coded, corresponding to the slit locations in (a). They indicate extreme velocity in the direction
of orbital motion of the planet, probably on the order of 1.5 to 4. km/s. A large fraction of the calcium is
probably above escape velocity

4 Exosphere–Surface Boundary Interactions

Early theoretical treatments of Mercury’s (and the Moon’s) tenuous atmosphere assumed
the surface was saturated with an adsorbate (e.g., Hodges 1973; Hartle and Thomas 1974;
Hartle et al. 1973). This assumption defined a process in which every impact of an atom is
followed by the release of another similar atom at the impact site. Hartle and Thomas (1974)
assumed that the source of the lunar atmosphere is the solar wind, and that the flux of solar
wind particles hitting the surface is balanced by the rising flux. Therefore an equilibrium
is assumed between incoming solar wind ions and outgoing neutrals. A similar model was
derived for Mercury (Hartle et al. 1973), but it was invalidated by Mariner 10’s discovery of
an intrinsic magnetic field.

Classical exospheric models, derived for an exosphere whose exobase is in contact with
an atmosphere, are based on the assumption that the exospheric constituents are derived from
a reservoir of atoms whose source is freely evaporating with a Maxwellian velocity distrib-
ution equivalent to the local surface temperature. The resulting altitude distributions follow
a barometric law with certain deviations due to loss by escape (Chamberlain 1963). How-
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(b)

Fig. 8 (Continued)

ever, it is evident that many details of these models are not consistent with surface-bounded
exospheres. For a surface-bounded exosphere, the expected source processes include PSD,
ion sputtering, and meteoritic vaporization (see Table 2). The first two processes produce
a source whose velocity distribution is described by a statistical Weibull distribution at an
equivalent temperature of about 1,200 K (Madey et al. 1998). Unlike a Maxwellian velocity
distribution, this distribution is much hotter than the surface and includes a tail distribution
of very hot atoms. Vapor derived from meteoritic vaporization produces a gas that is ther-
mal, but very hot, about 3,000 to 5,000 K (Kadono and Fujiwara 1996; Kadono et al. 2002;
Sugita et al. 2003). Therefore classical exospheric models are not directly applicable to Mer-
cury’s exosphere.

The degree to which atoms thermally accommodate to the surface on contact is not well
known and is probably species dependent. The global distribution of H and He in Mercury’s
exosphere as measured by Mariner 10 is incompatible with thermal accommodation. Mod-
els based on the assumption of thermal accommodation predict an anti-solar/subsolar He
number density ratio of 200 at the surface. However, the measured ratio is smaller, by a
factor of about 10. Altitude distributions of the known gases in Mercury’s exosphere, when
fit to a scale height, give temperatures that are different for each constituent. The H seen
above the subsolar point has both a very cold component and a warm component, which
at 420 K is colder than the surface at that location. Helium was fit to a 575 K barometric
atmosphere above the subsolar point, which is closer to the subsolar temperature. However,
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the anti-solar density observed for He is much less than that predicted on the basis of ther-
mal accommodation. Sodium line profiles measured near the surface (not in the tail, which
is accelerated by radiation pressure) are consistent with a much hotter gas than the surface.
The Na exosphere is measured to be 1,200 K at the equator and 750 K at the poles, or at least
550 K hotter than the surface (Killen et al. 1999). The original Na D2 line width measured by
Potter and Morgan (1985) was shown to be consistent with ∼90% of the Na atoms at 500 K
and the remaining ∼10% at even higher temperatures (Hunten et al. 1988), suggesting that
different locations and times of measurement have different equivalent temperature distrib-
utions. The only other known constituent of Mercury’s atmosphere, Ca, has been observed
and modeled with temperatures consistent with a very hot gas (6,000 to 12,000 K) (Bida
et al. 2000). These temperatures indicate that nonthermal processes are important in pro-
ducing and maintaining Mercury’s surface-bounded exosphere, and that none of the known
constituents is in thermal equilibrium with the surface.

Another variable in the exosphere–surface boundary models is the sticking time, or the
time between impact of the downwelling atom and its rerelease into the atmosphere. Long
sticking times imply chemisorption (absorption resulting in a chemical bond) or physisorp-
tion (absorption into an atomic potential well resulting in a physical bond). It has been
suggested that atoms that stick to the surface become bound and do not have lower binding
energies than atoms intrinsic to the rock (Madey et al. 1998). The binding energy of sodium
is somewhat controversial, but there may be a variety of binding sites on a silicate surface,
particularly for a radiation-damaged surface (Yakshinskiy et al. 2000). In addition, the stick-
ing efficiency on a porous surface such as a regolith is greater than the sticking efficiency
on a flat surface due to multiple interactions with the surface on each impact. On silicate
surfaces, the sticking efficiency is about 0.5 at Ts = 250 K and decreases to a value of 0.2 at
Ts = 500 K (Johnson 2002).

While Johnson (2002) argued that most collisions with the surface are free–bound (the
atom is adsorbed or goes through a bound state prior to scattering), Shemansky and Broad-
foot (1977) argued that the surface of Mercury is not saturated with gas and that most colli-
sions of light atoms with the planetary surface are “free–free” (the atom is unbound before
and after the collision and does not go through a bound state), not free–bound. Measured
energy accommodation coefficients for He and Ne are quite small (0.009–0.07 and 0.06–0.3,
respectively), while accommodation coefficients for Ar can be large (0.29–0.67). Sheman-
sky and Broadfoot (1977) argued that collisions that do not involve adsorption are limited in
the amount of energy that can be gained or lost to the substrate at each collision. This situa-
tion is consistent with a gas that is derived from an energetic process such as ion sputtering
or meteoritic vaporization and remains hotter than the surface. It also explains the uniformity
of the H atmosphere relative to that predicted on the basis of thermal accommodation.

Thermal vaporization rates are critical to the resulting source rates and velocity distri-
butions of the constituents in Mercury’s exosphere. The role of thermal vaporization rates
is especially controversial in how they are treated in various exosphere–surface interaction
models. Thermal vaporization rates are governed by the binding energy of the atom balanced
against the temperature. The more tightly bound the atom, the lower the thermal vaporiza-
tion rate, but the higher the temperature, the higher the vaporization rate. The controversy
over the effect of thermal vaporization on the surface of Mercury arises from the recognition
that vaporization at equatorial latitudes near the subsolar region will deplete a monolayer of
sodium atoms quite quickly. Some models, such as that of Leblanc and Johnson (2003), do
not include any additional source of atoms at the exobase, e.g., through meteoritic vapor-
ization or diffusion (including regolith, volume, and grain-boundary diffusion). Given these
assumptions, a rapid depletion of sodium at equatorial latitudes on the sunlit side of Mercury
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will occur. Leblanc and Johnson (2003) concluded that the hot equatorial surface becomes
depleted in adsorbed sodium, thus shutting down the supply of atoms to the exosphere.

Sprague (1990) and Killen et al. (2004a) showed through modeling that the source of Na
atoms through grain-boundary diffusion and meteoritic vaporization taps a deeper source
and is therefore not depleted through thermal vaporization. Killen et al. (2004a) concluded
that a source of atoms to the extreme surface from the grains is robust enough to main-
tain PSD, ion sputter, and meteoritic vapor rates, and therefore these source rates for these
processes are independent of the abundance of adsorbed atoms. In other words, thermal
vaporization taps a different reservoir of atoms than the other three source processes.

Killen et al. (2004a) also showed that regolith gardening is fast enough on Mercury to
replenish the supply of sodium to the surface for the age of Mercury. Regolith gardening
rates are known for the Moon (Heiken et al. 1991). Killen et al. (2004a) assumed that the
regolith gardening rate can be scaled linearly to the meteoroid influx, which they assume is
roughly an order of magnitude larger at Mercury than that at the Moon. The scaled microm-
eteoroid flux is based on measurements at Earth orbit (Cintala 1992), and the flux of larger
meteoroids estimated from Spacewatch measurements (Marchi et al. 2005). These results,
however, are quite uncertain and will not be fully characterized without in situ measure-
ments. Meteoroid impacts supply the surface with fresh rock from below and bury the top
layers of regolith.

In addition to regolith gardening, meteoroid and micrometeoroid impacts affect the com-
position and storage of volatiles through vapor deposition. Although some of the vapor de-
rived from meteoroid impact is lost to the system, much of it is retained (Butler et al. 1993;
Crider and Killen 2005). The regolith grains at Mercury are most likely coated with glass
derived from impact vapor. Since glass is amorphous, atoms more readily diffuse through
it and evaporate from it (Shih et al. 1987). Thus source rates for the atmosphere from the
surface-boundary exobase are intimately dependent on meteoroid impact rates and on the
distribution of the impact vapor.

In modeling exosphere–surface boundary interactions, another effect that should be con-
sidered is the impact of surface charging on sputtering. Surface charging has been shown to
be an important process at both Mercury (Grard 1997) and the Moon (Vondrak et al. 2004)
due to efficient photoionization and interaction of the surface with solar wind ions and pos-
sibly with ions of planetary origin. Surface charging affects the trajectories of photoions
(Grard 1997) and hence recycling rates for photoions (Killen et al. 2004b). There is a pos-
sibility that charged dust levitates on Mercury as well as on the Moon (Stubbs et al. 2005).
Surface charging also will affect the rates and energies of ion sputtering since about 10% of
the sputter products will be ions (Elphic et al. 1993). For example, low-energy electrons can
cause negative charging and enhance outward diffusion of sodium (Madey et al. 2002).

The rates and effectiveness of ion sputtering as a process for producing and maintain-
ing Mercury’s exosphere are strongly affected by the local space environment. Mercury’s
surface is shielded from the solar wind by its magnetosphere to an extent dependent on
the solar wind dynamic pressure and on the magnitude and direction of the IMF. This
magnetosphere is a dynamic system that can vary dramatically between being closed or
open (Kabin et al. 2000; Sarantos et al. 2001; Kallio and Janhunen 2003a, 2004a, 2004b).
The solar wind can impinge on a large fraction of the dayside surface when the magne-
tosphere is in its open configuration. The effect of the solar wind impinging on the sur-
face is controversial, and much is based on studies of the lunar exosphere, some of which
is contradictory. While early models were based on the assumption that the lunar surface
simply acts as a sponge for solar wind particles (Hartle and Thomas 1974), the rapid vari-
ation in the observed sodium atmosphere of Mercury prompted some observers to postu-
late that the heavy ions in the solar wind or interplanetary medium are quite effective in
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sputtering atoms, particularly sodium atoms, from the surface (Potter and Morgan 1990;
Potter et al. 1999; Killen et al. 2001). Recent work has shown that highly charged
heavy ions can be orders of magnitude more effective at sputtering insolator targets than
singly charged ions of the same species (Shemansky 2003; Aumayr and Winter 2004).
Thus heavy ions in the solar wind can be as effective or even more effective at sputter-
ing than the more abundant H+ and He++ in the solar wind. The resulting atmosphere
would be asymmetric, as is observed, since the magnetosphere is expected to be asym-
metric north/south due to the sunward component of the IMF (Sarantos et al. 2001;
Leblanc and Johnson 2003). In addition to directly sputtering atoms from the surface, the
solar wind ions hitting the surface can produce radiation damage, which enhances the effi-
ciency of PSD (Potter et al. 2000). The role of magnetospheric shielding and its effects on
the ion-sputtered production of Na can be tested by observations of the lunar atmosphere
as the Moon moves inside and outside of the Earth’s magnetosphere. Potter et al. (2000)
showed evidence in lunar atmospheric Na observations that even though the Moon is fully
in sunlight, its atmospheric density begins to decline as soon as it enters the Earth’s magne-
tosphere, where it is shielded from the solar wind and continues to decline until the Moon
reemerges from the magnetosphere. However, lunar corona observations by Mendillo and
Baumgardner (1995) and Mendillo et al. (1999) of the Moon during eclipse show consistent
atmospheric Na abundances regardless of the Moon’s position within the Earth’s magne-
tosphere. From an analysis of these observations Mendillo et al. (1999) suggested that the
Na is from a blend of sources, 15% uniform micrometeoroid impact over the surface and
the remainder (85%) from photon-induced desorption. More recently, Wilson et al. (2006)
suggested that Na in the Moon’s exosphere from more ubiquitous sources, such as solar
and micrometeoroid bombardment, is augmented by plasma impact from the solar wind and
Earth’s magnetotail. These processes may also dominate at Mercury.

5 Solar Wind and Magnetospheric Interactions

Regardless of the relative roles of the processes listed in Table 2 the interactions among the
solar wind, Mercury’s magnetosphere, and Mercury’s surface all have a strong influence on
the production, maintenance, and character of Mercury’s exosphere. In order to understand
the generation and processes that maintain Mercury’s exosphere, an understanding of the
solar wind properties at Mercury and how the solar wind interacts with the planet’s magne-
tosphere and surface is required.

As the solar wind approaches the planet, it first encounters the bow shock: the transi-
tion between the supersonic flow of interplanetary space to the subsonic, slower flows of
the magnetosphere. The flow is held off by the magnetic field of the planet, but this field
is not an impassable barrier. The dynamic pressure of the solar wind plasma compresses
the planetary field and is balanced by the resulting magnetic pressure on the other side
of the magnetopause. If the upstream dynamic pressure is sufficiently high, the magne-
topause can come within a proton gyroradius of the surface, allowing direct precipitation
to the surface (Goldstein et al. 1981; Kabin et al. 2000). As the IMF comes into contact
with the planetary field, reconnection can occur—solar field lines join with the planetary
lines (assuming an anti-parallel field configuration), and the resulting new line is dragged
tailward by the solar wind. Once in the tail, another reconnection event recloses the field
line with its conjugate in the opposing hemisphere. These reconnection events have sev-
eral repercussions. First, they result in the peeling away of magnetic flux from the dayside
of the planet, bringing the magnetopause closer to the subsolar point on the planet’s sur-
face (Slavin and Holzer 1979). Second, these events can open the magnetic cusp regions to
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the inflow of solar wind plasma, allowing its interaction with the regolith along open field
lines. Reconnection can also accelerate impinging charged particles, leading to enhanced
sputtering or scouring of the regolith. Reconnection during the passage of a strong coro-
nal mass ejection (CME) or magnetic cloud can literally rip away the planetary magnetic
field, giving the solar wind full access to the surface (Koehn 2002). If a solar energetic par-
ticle event accompanies the CME, these energetic particles increase the sputtering effect
(Leblanc et al. 2003). The only information available on Mercury’s magnetosphere comes
from the Mariner 10 measurements of the magnetic field (Ness et al. 1974; Simpson et al.
1974) and of the thermal plasma environment (Ogilvie et al. 1977). The thermal plasma ob-
servations provide estimates of the standoff distances of the bow shock and magnetopause
consistent with the estimates based on the magnetometer measurements (Ness et al. 1975;
Ogilvie et al. 1977). Any refinements in our understanding of Mercury’s magnetic field
come from various modeling and simulation efforts. These models and simulations are con-
strained by the Mariner 10 magnetic field and plasma observations, by their predictions for
the generation and maintenance of the exosphere, and how these predictions for the ex-
osphere compare with observations (specifically the neutral Na measurements). An in-depth
and focused discussion of Mercury’s space environment and magnetosphere is provided in
a companion paper (Slavin et al. 2007), but this section provides a generalized overview as
it pertains to the generation and maintenance of Mercury’s exosphere.

Models of Mercury’s magnetic field, its interactions with the solar wind and IMF, and
the resulting possible interactions with the surface can be grouped into four basic cate-
gories: analytic models (Luhmann et al. 1998; Sarantos et al. 2001; Delcourt et al. 2002,
2003), semi-empirical models (Luhmann et al. 1998; Massetti et al. 2003), a quasi-neutral
hybrid (QNH) model (Kallio and Janhunen 2003a, 2004a, 2004b), and magnetohydrody-
namic (MHD) models (Kabin et al. 2000; Ip and Kopp 2002). Each model is an attempt to
describe the behavior of the magnetosphere as it interacts with the passing solar wind and
IMF. Of interest are the relative openness of the magnetosphere, how the solar wind and
IMF orientation drive this effect, and how the solar wind gains access to the planetary sur-
face. Calculations of the standoff distance of the magnetopause are important, as the direct
collision of the solar wind with the planetary regolith affects the composition of the ex-
osphere. Qualitatively, the predictions of these models all agree. Since Mercury’s magnetic
field is small and the exosphere is tenuous, solar wind ions can collide with the planet’s
surface along open field lines. The region of open field lines, or “cusp,” varies in response
to changes in, and the orientation of, the IMF. The models diverge in their predictions of the
extent of the cusp region and the amount of plasma interacting with the surface on open and
along closed field lines. And, of course, it is the size of the cusp region and the plasma flux
that are correlated to the amount of material observed within the exosphere.

An early attempt to model the magnetosphere of Mercury was made by Siscoe and
Christopher (1975). They modeled the standoff distance of the magnetopause as a func-
tion of solar wind dynamic pressure, including the effects of the distance of the planet from
the Sun. They estimated that the magnetopause would be compressed to the surface of the
planet less than 1% of the time. Slavin and Holzer (1979) improved this model by including
the effects of magnetic flux erosion in their calculations, allowing dayside reconnection to
enhance the planetward motion of the magnetopause subsolar point. They demonstrated that
the standoff distance is highly variable and predicted an upper bound on the subsolar stand-
off distance consistent with the Mariner 10 findings. Sarantos et al. (2001) used a modified
Toffoletto-Hill model (Toffoletto and Hill 1993) to characterize the behavior of the magne-
tosphere and open field lines as functions of the IMF. They found that a strong BX (radial
component of the IMF), much more important at Mercury than at the Earth, controls the
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north–south asymmetry of the magnetosphere: for a southward IMF, a strong “positive” BX

(sunward) results in precipitation primarily in the southern hemisphere, and vice versa for
a “negative” (antisunward) BX . For a negative value of BX , a turning BZ regulates the size
and latitude of the cusps. A strong negative BZ drives the cusps equatorward and increases
the open areas mapped by the cusps. BY controls the dusk–dawn asymmetry of the cusps,
with a positive BY driving the open regions duskward, and negative BY producing a dawn-
ward open region. Killen et al. (2001) used the same model to explore the effects of space
weather on Mercury and to demonstrate the contribution of magnetospheric effects to the
sodium variability seen by Potter et al. (1999).

Luhmann et al. (1998) used a scaled version of the Tsyganenko model (Tsyganenko and
Stern 1996) of the Earth’s magnetosphere to simulate that of Mercury. The Tsyganenko
model allows only the Y- and Z-components of the IMF to be variables and has limited
applicability to Mercury since BX dominates there. This model predicted a very “open”
magnetosphere during periods of southward IMF, which would allow the solar wind easy
access to the surface. They further predicted that the relative weakness of the magnetic field
of Mercury would render the magnetosphere highly sensitive to variations in the solar wind.
Massetti et al. (2003) also used a modified Tsyganenko model to simulate the magnetosphere
of Mercury. This model was explicitly used to map plasma precipitation onto the surface of
the planet along magnetically open regions of the magnetosphere. They found that the cusps
tend to map to a region ranging from 45◦ to 65◦ in latitude, with a longitudinal extent and
position based on BY , as expected and shown in Sarantos et al. (2001). They showed a weak
dependence of the open field lines on upstream dynamic pressure. They also found that the
polar regions of the planet were relatively closed, as the solar wind tended to drag field lines
with polar footprints into the tail.

Kallio and Janhunen (2003a, 2003b) have modeled Mercury’s magnetosphere using a
Quasi Neutral Hybrid (QNH) code, and they also examined the possible variation in in-
teractions between the solar wind and planet surface based on different configurations of
the IMF and dynamic pressure. Qualitatively their results are similar to MHD models, but
there are distinct differences in the magnitude of the interactions predicted. Figure 9, taken
from Kallio and Janhunen (2003b), maps the particle flux of impacting protons and the
open/closed magnetic field line region for the following IMF configurations: (a) northward
IMF, (b) southward IMF, (c) Parker spiral IMF, and (d) a high dynamical pressure case. In
each case there are notable dawn–dusk particle flux asymmetries, but a north–south asym-
metry develops only in the Parker-like scenario when the IMF BX is dominant as it is at
Mercury (Kallio and Janhunen 2003b). Three separate high-impact regions are apparent:
(1) an “auroral” impact region equatorward of the open/closed field-line boundary, (2) a
“cusp” impact region associated with the dayside noon–midnight meridian plane, and (3) a
subsolar impact region apparent with high solar wind dynamical pressure. Kallio and Jan-
hunen’s (2003b) QNH model results predict that a southward IMF orientation produces a
larger open field-line region than a northward IMF orientation. In addition, they predict that
any north–south asymmetry in Mercury’s magnetic field caused by the radial component of
the IMF will also produce an asymmetry in the solar wind ion impact region on the sur-
face, such that there will be a higher particle flux on the hemisphere that is magnetically
connected to the solar wind.

MHD-based models include the acceleration effects of magnetic reconnection at Mer-
cury, which is well-suited for studying the impact of solar-wind scouring of the regolith.
Initial MHD-modeling by Kabin et al. (2000) looked at solar wind conditions with a Parker
spiral IMF and showed that the magnetosphere was highly susceptible to the driving force
of the solar wind. They found that the magnetic field lines for Mercury were closed at lati-
tudes equatorward of 50◦ and that contact between the surface and magnetopause occurred
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at the subsolar point only when dynamic pressures increased by a factor of nine over the
nominal conditions. They concluded that direct interaction between the solar wind and Mer-
cury’s surface is a rare phenomenon. Koehn (2002) extended the use of Kabin’s model by
incorporating data from the Helios spacecraft to generate upstream solar wind conditions as
input for the model. This set of solar wind data includes a passing CME or magnetic cloud at
0.3 AU. This event compressed the simulated magnetopause to the planetary surface for sev-
eral hours and opened the magnetopause to latitudes equatorward of 15◦. During this time
period, the solar wind had relatively unimpeded access to Mercury’s surface. Studies by Ip
and Kopp (2002) using a similar MHD model showed that there are differences in Mercury’s
magnetosphere, where interactions between the solar wind and surface vary as a function of
the orientation of the IMF. They demonstrated that in a northward IMF configuration, Mer-
cury’s magnetosphere adopts a closed configuration and the size of the polar cap is at a
minimum. In contrast, a southward IMF configuration opens up the polar cap region to its
maximum size (from the pole equatorward to 20◦ latitude), even though the bow shock dis-
tance from the surface remains nearly the same for both configurations (Ip and Kopp 2002).
Increases in dynamic pressure, such as those associated with CMEs, also push the polar cap
boundary down to very low latitudes, supporting the hypothesis that solar wind variations
could induce rapid temporal changes in the exospheric Na abundances (Killen et al. 2001;
Ip and Kopp 2002).

There are limitations within each of these models, including the applicability of any
model of the Earth’s magnetosphere to Mercury. One of the major differences between the
two magnetospheres is the mechanism for closing current systems. Within the Earth this
is accomplished in the ionosphere, which does not exist for Mercury. Pick-up conductance
within the exosphere (Cheng et al. 1987) and a conducting surface layer (Janhunen and
Kallio 2004) have been proposed as possible mechanisms for Mercury. Many analytic and
data-based models (e.g., Luhmann et al. 1998; Delcourt et al. 2002, 2003; Massetti et al.
2003) do not include the radial component (BX), which is dominant at Mercury. MHD
models (Kabin et al. 2000; Ip and Kopp 2002) also include assumptions that are invalid
at Mercury, such as the existence of a thin shock boundary and the assumption of thermal
equilibrium. The gyroradii of heavy ions can be as large as one planetary radius at Mercury,
which contradicts the assumptions of a thin shock boundary and collective ion behavior.
Mariner 10 measured a nonthermal electron distribution (Criston 1987), which further in-
validates the assumption of thermal equilibrium. These models do not include the effects
of induced surface currents, which will generate magnetic flux that opposes or counters ef-
forts to change Mercury’s magnetic field (Hood and Schubert 1979). Sudden jumps in solar
wind pressure will therefore not be as effective as one would otherwise expect in pushing
the magnetopause to the surface. The induction currents add magnetic flux to the dayside
magnetosphere to oppose the compression.

These models all predict that the extent of the cusps is determined by the orientation
and direction of the IMF and to a lesser extent by the dynamical pressure of the solar wind.
Many of these models show that dynamical pressures associated with energetic solar events
(such as CMEs) can compress the magnetopause to within a gyroradius of the surface, thus
allowing solar ion interaction with the regolith. However, in order to correlate the optical
emission of the exosphere with these solar wind–magnetosphere interactions, an estimate of
the solar wind particle flux reaching the surface is required. Flux estimates (Massetti et al.
2003; Kallio and Janhunen 2003a; Sarantos et al. 2007) are comparable to the rates needed
for PSD, implying that ion sputtering is an important but variable source for Mercury’s
exosphere. Killen et al. (2001) demonstrated that up to 32% of the exospheric Na content
can be generated from ion sputtering along open field lines when the IMF is orientated
southward, but ion-sputter yields are uncertain.
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6 What’s Next?

To resolve many of the outstanding issues regarding the generation, maintenance, and char-
acter of Mercury’s exosphere in situ measurements are required, including: (1) mapping
of the exospheric constituents and the variation of column density with location and time;
(2) mapping of the magnetic field correlated to the solar plasma environment; (3) mapping of
the plasma environment with time; and (4) mapping the elemental and mineralogical prop-
erties of the surface. Temporal and spatial correlations of these types of measurements and
observations will provide a better understanding of the system that supports the existence of
an exosphere.

The MESSENGER spacecraft science payload has the capability to provide these in
situ measurements. The Mercury Atmospheric and Surface Composition Spectrometer
(MASCS) (McClintock and Lankton 2007) will measure and map constituents within the
atmosphere with its ultraviolet-visible spectrometer while also mapping the mineral spectral
properties of the surface with its visible-infrared spectrograph. The MESSENGER Magne-
tometer (Anderson et al. 2007) will map the magnetic field, while the Energetic Particle and
Plasma Spectrometer (EPPS) (Andrews et al. 2007) will observe and map the particle and
plasma environment about Mercury. The X-Ray Spectrometer (XRS) (Schlemm et al. 2007)
and the Gamma-Ray and Neutron Spectrometer (GRNS) (Goldsten et al. 2007) will map the
surface elemental abundances. Collectively the measurements from this suite of instruments
will go a long way toward resolving many of the unknown attributes of Mercury’s exosphere
and related processes.

MASCS, the key instrument targeted to study the exosphere, will provide pivotal data
for investigating the neutral exosphere. It will use the standard limb-scanning technique em-
ployed by Mariner 10 (Hunten et al. 1988) to measure altitude profiles of resonantly scat-
tered sunlight by exospheric species. The resulting column emission rates will be inverted
to yield density as a function of altitude that will have 25-km vertical resolution and ∼300-
to 500-km horizontal resolution. MASCS will study the spatial distribution and temporal
behavior of the known atmospheric species (Na, Ca, K, O, and H) and will search for addi-
tional exospheric constituents (e.g., S, Al, Fe, Mg, and Si). Measurements of seasonal and
geographic changes in composition and structure will provide important input for models to
constrain the source and sink processes for the exosphere.

For example, simulations of MASCS operations show that the data collected will be
able to test such hypotheses as correlations between local surface features and exospheric
sources. These simulations use a dayside model that predicts integrated zenith column abun-
dances for the ambient exosphere. The model, including an additional localized source, was
used to simulate the exosphere for two cases: one for which thermal vaporization (TV) was
assumed as the dominant source for the ambient exosphere and another for which photon-
stimulated desorption was the dominant ambient source. In both cases, output column abun-
dances from the model were distributed with altitude in accordance with density distribu-
tions associated with a particular source process. MASCS observational geometries were
then calculated using the MESSENGER trajectory database and used to generate observed
tangential column emission rates for each spacecraft orbit. These were combined with mea-
sured instrument performance to produce an “instrument observation.”

Figure 10 summarizes the results of a simulated observation for which the ambient
sodium densities are enhanced by a localized thermal vaporization source from the Caloris
basin. Two cases are shown; one for which the primary source of the ambient atmosphere is
thermal vaporization and the other for which the primary source is photon-stimulated des-
orption. Due to the 3/2 spin–orbit resonance of Mercury, the Caloris basin is observable by
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Fig. 10 (Left) Orbit of the spacecraft during the observation of the Caloris basin (red box). The orange ar-
rows denote the line of sight at the beginning and end of the observation, while the magenta arrows denote
the direction of the Sun. (Right) Ground track with the arrows denoting the line of sight. The stars represent
the tangent points of the lines of sight and are color-coded to represent the instrument signal enhancement
observed by MASCS above the ambient atmosphere for TV and PSD (upper and lower color bars, respec-
tively)

MASCS only over a limited range of planet true anomaly values and also only for every
other Mercury year. Observational opportunities for pointing MASCS above the region of
the Caloris basin have been determined by using the MESSENGER trajectory database. The
results presented in Figure 10 are for a 21-minute observation when the planet true anomaly
is near 23◦. During the observation the spacecraft is rotated 18.5◦ about the spacecraft–Sun
vector, resulting in a scan that encompasses the Caloris basin and regions extending into the
southern hemisphere. Note that surface temperature effects and observing geometry skew
the peak emission away from the center of the enhanced region toward the subsolar point.

For these two cases, typical ambient zenith column abundances near Mercury true anom-
aly (TA) ∼23◦ in the model are 2.8 × 109 Na cm−2 with a 720 K characteristic tempera-
ture and 4.35 × 1011 Na cm−2 with a 1,200 K characteristic temperature for thermal vapor-
ization (TV) and PSD, respectively. Thus, the first case may be considered a low-energy,
low-density ambient exosphere and the second considered a higher-energy, higher-density
ambient exosphere. This simulation assumes that the minimum detectable column for a
Caloris basin enhancement produces an instrument signal 10% above that from the am-
bient atmosphere signal, requiring ∼5 × 1010 Na cm−2 and 7.6 × 1011 Na cm−2 for TV-
and PSD-generated exospheres, respectively. These values can be compared with a column
of 8.0 × 1011 Na cm−2 above a southern latitude radar-bright spot reported by Sprague et
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al. (1998). Repeat observations on successive orbits will reduce the minimum detectable
column by a factor of 2 to 5.

7 Summary

Observations to date have demonstrated that Mercury’s exosphere is highly variable and that
this variability is a complicated function of location relative to the surface, Mercury true
anomaly, time of Mercury day, and solar activity. Current modeling shows that the interac-
tions among the exosphere, surface, magnetosphere, and space environment are complex.
Our knowledge of these interrelated components is limited to snapshots in time, mostly con-
strained by the in situ observations of Mariner 10 or Earth-based telescopic observations.
These data are insufficient to define fully the nature of Mercury’s exosphere and provide
only moderate constraints on models proposed for exosphere formation and maintenance.
Neither the relative source strengths for exospheric components nor the partitioning among
various release mechanisms are definitively established by the current data sets and mod-
els. One of the scientific goals for MESSENGER is to acquire an exospheric data set as a
function of location relative to the surface, Mercury true anomaly, time of Mercury day, and
solar activity of sufficient duration and resolution to distinguish among exospheric models
and bound the relative source strengths and release mechanisms.

Many of the models and interpretations of the exospheric source and sink processes are
based on assumptions regarding surface composition. What is known about the mineralog-
ical and elemental composition of Mercury’s surface is limited, however, to color data ob-
tained by Mariner 10 (for less than half the planet) and ground-based telescopic observations
(with low spatial resolution and filtered by the Earth’s atmosphere). With the mineralogical
and elemental compositional information to be returned by MESSENGER (Boynton et al.
2007; Head et al. 2007), additional constraints on exospheric processes and models will be
possible. Equally limited is our knowledge of the magnetosphere and how it interacts with
the solar environment. Measurements of Mercury’s magnetic field to date are restricted to
two comparatively high-altitude flybys of the planet by Mariner 10 (Slavin et al. 2007).
MESSENGER will fly by the planet at low equatorial latitudes and through the magneto-
tail three times prior to orbit insertion. MESSENGER’s orbit about Mercury will be highly
elliptical, providing low-altitude information at high latitudes and multiple magnetospheric
boundary crossings. All of this information will provide much-needed new constraints on
the formation and maintenance mechanisms for Mercury’s exosphere.
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