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Surface  temperature:
740  K  (day/night)
Surface  pressure:

90  bar
Composition:

96%  CO2
3.5%  N2

Conditions:
Slow  winds,  acid  rain,  
clouds  of  sulfuric  acid
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Fig. 11 A diagram of the mean
vertical temperature profile in
Venus’s atmosphere, showing the
major processes at work, and the
approximate locations of the
main cloud layers. From Taylor
(2014)

Figure 11 shows the mean vertical profile with the names of the different regions that have
been assigned by analogy with the Earth.

The horizontal temperature contrasts, i.e. those that vary with altitude and longitude, on
Venus are quite subtle in general, with the largest systematic variation in the tropics being
due to a predominantly wavenumber 2 thermal tide, which has an amplitude of 2 or 3 K at
the cloud tops. Inside the clouds the horizontal temperature contrasts are sometimes larger
than this because of non-uniformities in the cloud structure and hence variations in solar
absorption and emission, but still typically less than 10 K. However at high latitudes in
both hemispheres we find the ‘cold collar’ features that surround each pole at about 75◦N
and S, and the warm ‘polar dipole’ feature inside the collar, again at both poles. ‘Cold’ and
‘warm’ in this context refer to less than 200 K and more than 250 K respectively, compared
to a global mean of about 235 K, all again measured at the cloud tops. Both types of polar
feature exhibit quite complex spatial structure and time variability, and are clearly linked to
wave-like instabilities in the dynamics of the atmosphere at high latitudes. These in turn are
features of the global super-rotation and the consequent transportation of angular momentum
polewards in the meridional Hadley circulation, as discussed further below.

4.4 Composition and Chemistry

The atmosphere on Venus is mostly (96%) carbon dioxide, with about 3% of nitrogen. The
rest is dominated by argon and the other noble gases, plus carbon monoxide, a small amount
of water vapour (by terrestrial standards), and a large amount of sulphur dioxide (again
compared to Earth). Traces of hydrogen halides, HCl and HF, have also been observed along
with several isotopic ratios, including the important deuterium to hydrogen fraction which
is more than a hundred times higher than on Earth. Table 3 gives a short summary of the
composition of Venus’s atmosphere, for full details see Marcq et al. (2018, this issue).

Water is present on Venus as vapour in the atmosphere (about 30 ppm) and bound up
with sulphuric acid in the cloud droplets, but the total water abundance is small compared to

Taylor  et  al.  (2018)

Thermosphere:
EUV  and  CO2 near-‐IR  heating.

Troposphere:
Greenhouse  effect  due  to  a  
thick  CO2 atmosphere,  
convective  equilibrium.

No  stratospheric  
temperature  inversion.



Modified  Bates  (1959)  profile  
average  temperature  model

Global  empirical  model  of  the  Venus  thermosphere  
(Hedin  et  al.  1983)
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FIG. 1. ALTITUDE PROFILES OF HEATING RATES DUE TO THE MAJOR SOURCES OF NEUTRAL HEATING IN THE 
VENUSIAN THERMOSPHERE FROM I 15 TO 200 k m  FROM THE STANDARD MODEL. 
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have suggested that about 1 eV per event is deposited 
as kinetic energy of the fragments. Fox and Dalgarno 
(1979) have discussed the measurements and com- 
puted the neutral particle heating that results when a 
beam of energetic electrons deposits its energy in  a 
weakly ionized gas of CO2. We have adopted their 
values for the average energy deposited as kinetic 
energy for each process. 

they are longer wavelength dissociating photons 
(1000/~ < ~, < 2000/~). The computed values for e in 
the standard model are about 22% in the lower region 
and 25% in the upper region. In the lower limit model, 
the values are 16% and 22% for the lower and upper 
regions, respectively. The computed values of 
Hollenbach e t  al. (1985) are shown for comparison. 
The reason for the disagreement is not apparent. 

6. R E S U L T S  

We have constructed a model which is essentially 
the same as that of Fox (1982) and Fox (1985) and is 
appropriate to high solar activity. Altitude profiles of 
the heating rates from various sources in the standard 
model are shown in Fig. 1. Below 130 km, the major 
heat sources are quenching of metastable species and 
photodissociation, which provide nearly the same 
heating rate for the assumptions in the standard 
model. Dissociative recombination of OJ- is the major 
source above this altitude. Electron impact dis- 
sociation is a minor source of heating, accounting for 
about 13% of the total heating at its maximum, about 
135 kin. 

The heating efficiencies averaged over the wave- 
length region 14-2000 A are shown in Fig. 2 for both 
the standard ("best guess") and lower limit ("not 
unreasonable") values for fv in quenching of meta- 
stable atomic oxygen, photodissociation and exo- 
thermic reactions. The heating efficiencies divide nat- 
urally into two altitude regions: that below 125km 
and that above 130 kin. In the upper region, the 
photons absorbed are shorter wavelength ionizing 
photons (2 < 1000 /~) and in the lower region, 
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The curve labeled A is the standard model and B is the lower 
limit model. The curve labeled C is taken from Hollenbach 

et al. (1985). 

From  Fox  (1988)



succeeded in deriving ICS in the energy range below 0.6 eV.
The cross sections of Kochem et al.38 are also shown in Fig.
5. The present values are more consistent with Kochem
et al.38 than with Nakamura31 for the !100" excitation.
Here we recommend the vibrational cross sections derived

from the beam experiment by Kitajima et al.32 Table 6 pre-
sents the ICS derived from their DCS. If one needs the cross
section for the energies below 1 eV, the swarm data obtained
by Nakamura31 can be used for the excitations of !010" and
!001" modes. For the !100" excitation, the beam data of
Kochem et al.38 are preferred to the swarm data of
Nakamura,31 but should be used with caution.
The experiment of Kitajima et al.32 shows that the !020"

mode is excited significantly in the region around the 3.8 eV
resonance. Particularly in the energy range of 4–6 eV, the
cross section for the !020" excitation has a magnitude com-
parable to that for !100". Below and above the region, the
!020" excitation has a DCS more than 1 order of magnitude
less than the corresponding value of !100". The swarm analy-
sis of Nakamura31 does not distinguish the Fermi dyad. Be-
low 1 eV, however, the !020" excitation is assumed to have
no contribution compared with that of the excitation !100".
The energy dependence of the cross sections !DCS" of the
Fermi dyad has been studied in more detail by Allan.39 In the
resonance region, other overtone bands of the vibrational
modes are known to be excited !see, for example, Allan40",
but no quantitatively reliable data are available for the cross
section.

6. Excitation of Electronic States

Although the electronic ground state of CO2 has a linear
equilibrium geometry, many of the excited states are sup-
posed to have a bent structure. It is difficult to determine
spectroscopically the structure of the bent state, because they
show only weak feature in the absorption spectra. Except for
the Rydberg states !which are known to be linear", for in-
stance, Herzberg lists four excited states in his book,41 but

gives no details about them. There is still no definite consen-
sus about the assignment of the excited electronic-states of
CO2 . Table 7 shows the present situation.
In 1971, Rabalais et al.42 reviewed electronic spectros-

copy of linear triatomic molecules. They extensively sur-
veyed the experimental and theoretical results available by
then and also reported their own measurement of absorption
spectra. Their study was concentrated on the excited states
below about 11 eV. For CO2 , they confirmed five excited
states in the energy region. Those are listed in Table 7. Note
that the lowest state they found (3#u

!) was identified only
from emission spectra so that it has a bent geometry.
The most recent photoabsorption study of CO2 was done

by Chan et al.43 They employed the electron-impact (e ,e)
spectroscopy. Below the ionization threshold, they confirmed
four distinct states. Those are also listed in Table 7.
There are many theoretical calculations of the electronic

structure of CO2 . One of the elaborate calculations is the
symmetry-adapted cluster method with CI !SAC-CI" study
by Nakatsuji.44 In his calculation he assumed a linear geom-
etry. From the characteristics of the molecular orbitals, how-
ever, he indicated the possibility of bent geometry of some
excited states he obtained. On the other hand, Spielfiedel
et al.45,46 investigated the bent structure of the excited states.
They found that the electronic energy depends critically on
the details of the nuclear configuration !i.e., the two C–O
distances and the O–C–O angle". It needs very elaborate
treatment of electron correlation to obtain reliable values of
the electronic energy of CO2 . Recently Buenker et al.47 at-
tempted theoretically to reveal the bent structure of the ex-
cited states. Their results are not necessarily in agreement
with those of Spielfiedel et al.45,46
Although electron energy loss spectroscopy has been ap-

plied rather extensively in the study of electronic structure of
CO2 !see Green et al.48 and the references therein", very few
experimental results have been reported for the excitation
cross section. Klump and Lassettre49 measured DCS for two

TABLE 6. Vibrational excitation cross sections

Energy
!eV"

Cross section (10"16 cm2)

!100"a !010"a !001"a

1.5 0.277 0.378 0.639
2 0.420 0.350 0.464
3 0.878 0.734 0.417
3.5 1.25 1.51 0.456
3.8 1.29 1.96 0.443
4 1.07 1.97 0.433
4.5 0.526 1.42 0.356
5 0.181 0.938 0.300
6 0.0840 0.576 0.262
15 0.0221 0.120 0.141
30 0.0210 0.153 0.0815

aVibrational states are denoted by v#(v1 ,v2 ,v3), where v1 ,v2 ,v3 repre-
sent the symmetric-stretching, bending, and antisymmetric stretching states,
respectively.

TABLE 7. Excited electronic states of CO2

Statea

Excitation energy !eV"
from the ground state

Nakatsuji44b Rabalais et al.42c Chan et al.43d Lee et al.52e

1$u 11.39 11.28
3$u 11.31
1#u

! 11.00 11.08 10.3
1%u 9.32 8.41 8.38 9.95
1#u

" 9.27 6.53 9.73
3#u

" 9.19 9.73
1$g 8.93 9.31 9.30
3%u 8.80 9.13
3$g 8.73
3#u

! 8.15 4.89 8.53
aAssignment following Nakatsuji.44
bVertical excitation energy calculated by Nakatsuji.44
cPhotoabsorption study by Rabalais et al.42
dPhotoabsorption study by Chan et al.43
eExcitation energy employed in the cross section calculation by Lee et al.52
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needed to produce reliable cross sections for the electronic
excitation of CO2 .

7. Ionization

When an electron collides with a CO2 molecule, many
different kinds of positive ions are produced:

e!CO2→ CO2
! 13.8 eV,

CO! 19.5 eV,

O! 19.1 eV,

C! 27.8 eV,

CO2
!! 37.4 eV ,

C!! 51.2 eV,

O!! 54.2 eV.

The energy given at the right side of each channel shows the
appearance energy of the respective ion !see, for example,
Tian and Vidal53". There are two types of measurements of
the ionization cross section. The first one is the measurement
of the total ion current, from which the total ionization cross
section Q ion!tot" is derived. !Actually the ion-current mea-
surement gives a gross ionization cross section but, as is
shown below, the production of multiply charged ions is
much less frequent. Hence the gross ionization cross section

is practically the same as the total ionization cross section."
This type of experiment is relatively easy to perform so that
reliable data can be produced, particularly for their absolute
values. In fact, the rather old data of Rapp and
Englander-Golden54 are still taken as a standard of the total
ionization cross section for CO2 .
The second kind of ionization experiment is the separate

measurement of each product ion with the use of some kind
of mass spectrometer. When a dissociative ionization occurs,
the fragment ion may have a significant amount of kinetic
energy. It is not easy to completely collect the fragment ions,
particularly fast ones. Therefore special care should be taken
in evaluating experimental data available on the partial !dis-
sociative" ionization cross section.
Recently, after a critical survey of available experimental

data, Lindsay and Mangan55 have determined their recom-
mended values of ionization cross sections. Their result is
given in Tables 8–10 and Figs. 12 and 13. Their partial cross
sections are based on a very elaborate measurement of the
product ions with a time-of-flight !TOF" mass spectrometer
by Straub et al.56 It should be noted that Straub et al.56 made
their cross sections absolute without resorting to any other
data for normalization. For the total cross section below 25
eV, Lindsay and Mangan55 adopted the values of Rapp and
Englander-Golden,54 instead of Straub et al.,56 because the
latter obtained cross sections only at a few energy points.
According to Lindsay and Mangan,55 the uncertainties for
the partial cross sections for the productions of CO2

! , CO!,
C!, O!, and the total ionization cross section are 5% for the
energies above 25 eV. The cross sections for the energies

FIG. 10. DCSs for the electron-impact excitation of the excited electronic
state with the energy loss of 11.16 eV of CO2 , measured by Green et al.48
The data obtained at the incident electron energies of 30, 60, 100, and 200
eV are shown.

FIG. 11. DCSs for the electron-impact excitation of the excited electronic
state with the energy loss of 11.40 eV of CO2 , measured by Green et al.48
The data obtained at the incident electron energies of 30, 60, 100, and 200
eV are shown.
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Ground  
electronic  
state:
X  1Sg

+

𝐶𝑂# + ℎ𝜈 → 𝐶𝑂 + 𝑂

Dissociation  threshold:

requires  5.5  eV  of  energy  i.e.,  
wavelengths  shorter  than  
about  225  nm.    In  reality,  
dissociation  effective  at  
wavelengths  shorter  than  

about  169  nm.

Itikawa (2002)



Cross  section  from:  http://satellite.mpic.de/spectral_atlas,  
see  also  Heays et  al.  (2017)  



Solar  spectrum  products  for  high  energy  
radiation:  http://lasp.colorado.edu/lisird/



Black:  PHOENIX  cool  
star  library  

(Husser+2013),  
T  =  5778  K,  log  g  =  4.44  

Green:  TIMED-‐SEE  
Level  3,  10/25/2014,  

F10.7  =  216.8  

Purple:  
Blackbody,  
T  =  5778  K



Whole  Heliosphere  Interval  (WHI)  2008  version,  March  25– March  29



Quiet  sun,  F10.7  =  83.8



Above:  A  sketch  of  sunspots  by  
Galileo.    Left:  Image  of  the  sun  (July  
2012)  from  NASA/Solar  Dynamics  

Observatory.







Solar  10.7  cm  radio  flux  is  
emitted  by  the  chromosphere  
and  lower  corona  and  thus  

follows  the  solar  cycle.    Shown  
here  is  disk-‐averaged  monthly  
average  received  at  Earth.

The  sunspot  number  
correlates  with  the  10.7  

cm  flux.



Global  empirical  model  of  the  Venus  thermosphere  mean  
temperature  profile  (Hedin  et  al.  1983)

Okay,  back  to  Venus…
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Fig. 5. Model temperatures as function of altitude for several local 
times at 0 ø latitude. 

Model densities versus the local time for 100 and 150 km 
are shown in Figure 7 and model densities versus altitude for 
midnight and noon are shown in Figure 8 and Table 3. The 
model details at 150 km should be realistic, being within the 
lower edge of the ONMS measurements. At higher latitudes, 
where no upper thermosphere data exists, the asymmetries 
about noon (midnight) will diminish in the local time varia- 
tions predicted by the model and the latitude variation about 
the equator on the noon meridian will be the same as the 
symmetrical local time variation about noon on the equator. 
While the minor maxima and minima in the model curves are 
undoubtedly influenced by the choice of fitting functions, the 
maximum near 16 hours clearly coincides with a maximum 
or shoulder in the measured density curves, as seen in Figure 
9 for oxygen, and the maximum near 21 hours coincides with 
a fuzzy bump in the data which appears to decrease in 
amplitude with increasing altitude. The details at 100 kin, 
however, are clearly dependent on a number of assumptions 
and compromises. Details in the slope of O and CO model 
densities in the lower thermosphere are probably not physi- 
cally significant. Theoretical analysis of lower thermosphere 
chemistry and diffusion effects should provide useful con- 
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Fig. 6. Model exospheric temperature as a function of local time 
at 0 ø latitude. 

straints for empirical modeling. Atomic oxygen is far more 
dominant in the upper thermosphere than in the Dickinson 
and Ridley [ 1977] model and a nighttime buildup of oxygen at • 
100 km did not produce the best data fit within the current 
model constraints. The mixing ratio found for He is 0.6 ppm 
in the lower atmosphere and is smaller than the 12 ppm 
found by van Zahn [1980] because of differences in the 
estimated turbopause height discussed below. The predawn 
peak in He densities at orbiter altitudes reflects the effects of 
thermospheric ciculation, rotation, and diffusion [Mayr et 
al., 1980]. 

The effective turbopause heights for O, CO, N2, and He 
(obtained by using equation (A20b)) are given in Table 4. The 
interpretation of these numbers is subject to both mathemati- 
cal and physical limitations, and they are offered for the 
qualitative insight they provide on the nature of the model 
density profiles. Of the minor species, only the He profile 
was constrained directly by measurements near the turbo- 
pause, and the turbopause found here is about 8 km below 
that reported by yon Zahn et al. [ 1980], although the fit to the 
BNMS data is equally good. The effective eddy diffusion 
coefficient is estimated as 1.6 x 10 6 cm 2 s -• at the He 
turbopause and varies as the -0.72 power of density based 
on the simple interpretation suggested earlier in comparing 
equations (3) and (4). These numerical results are impacted 
by the presence of wave features in the only density profiles 
available which directly bear on the turbopause question, 
and, thus, further restrictions by physical arguments [e.g., 
Lindzen, 1971] would be an alternative approach. Moreover, 
in the context of global dynamics the interpretation of a 
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Solar  cycle  variation  in  the  topside  
temperature  is  about  60-‐70  K.

Strong  variations  with  local  time  
(Hedin  et  al.  1983).



Aeronomy of the Venus Upper Atmosphere 1651

Fig. 19 VTGCM slice (70–180 km) near the equator for neutral temperatures (K) (altitude vs. LT). Solar
minimum conditions (F10.7 ∼ 70 at Earth) are utilized (from Bougher et al. 2013)

Fig. 20 VTGCM heating and cooling rates (K/day) for solar minimum conditions at SZA ∼0° (on the
equator at noon) (from Brecht and Bougher 2012)

These panels clearly indicate that symmetric (SS-AS only) winds have equal (but opposite
signed) magnitudes at the ET and MT locations, while asymmetric (SS-AS + RSZ) winds
do not. The difference between these two components is plotted in the last panel, illustrating

Equatorial  temperature  slice  from  the  VTGCM  model  
(Bougher et  al.  2013):  solar  minimum  conditions.
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Fig. 19 VTGCM slice (70–180 km) near the equator for neutral temperatures (K) (altitude vs. LT). Solar
minimum conditions (F10.7 ∼ 70 at Earth) are utilized (from Bougher et al. 2013)

Fig. 20 VTGCM heating and cooling rates (K/day) for solar minimum conditions at SZA ∼0° (on the
equator at noon) (from Brecht and Bougher 2012)

These panels clearly indicate that symmetric (SS-AS only) winds have equal (but opposite
signed) magnitudes at the ET and MT locations, while asymmetric (SS-AS + RSZ) winds
do not. The difference between these two components is plotted in the last panel, illustrating

Energy  equation  terms  for  the  overhead  sun  (SZA  =  0o)  
(Brecht  and  Bougher 2012).



Symmetric  stretch  mode  (n1):
1388  cm-‐1 (7.2  µm)

and  a  degenerate  bending  mode  (n2):  
667  cm-‐1 (15  µm)

Antisymmetric  stretch  mode  (n3):  
2349  cm-‐1 (4.26  µm)

and  a  degenerate  bending  mode  (n2):  
667  cm-‐1 (15  µm)



Energy  equation  terms  for  the  overhead  sun  (SZA  =  0o)  
(Brecht  and  Bougher 2012).
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2.7  µm,
4.3  µm

15  µm
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Fig. 20 VTGCM heating and cooling rates (K/day) for solar minimum conditions at SZA ∼0° (on the
equator at noon) (from Brecht and Bougher 2012)

These panels clearly indicate that symmetric (SS-AS only) winds have equal (but opposite
signed) magnitudes at the ET and MT locations, while asymmetric (SS-AS + RSZ) winds
do not. The difference between these two components is plotted in the last panel, illustrating

Equatorial  temperature  slice  from  the  VTGCM  model  
(Bougher et  al.  2013):note  the  cryosphere.



Venus  rotates  around  
its  axis  once  every  
244  days  in  the  

opposite  sense  to  the  
Earth.    

The  orbit  is  nearly  
circular.
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Fig. 18 Illustration of the major
components of the global
circulation of the Venus upper
atmosphere. SS-AS
(subsolar-to-antisolar), RSZ
(retrograde superrotating zonal),
ET (evening terminator), MT
(morning terminator) (from
Brecht et al. 2011)

Table 1 Venus Middle-Upper Atmosphere Wind Proxies (Adapted from Schubert et al. 2007)

Species/Emissions/Temperatures Altitude
(km)

SS-AS Winds
(m/sec)

RSZ Winds
(m/sec)

Visible Spectroscopy (Solar Radiation)a ∼70 83 ± 27

Temperatures (IR and Occultation)b 70–90 Variable (weak)

CO mm, CO distributionc ∼80–100 Present Variable

CO mm, windsd ∼90–105 ≤40–322 ± 25 35–147 ± 3 (variable)

10-micron, CO2 heterodynee 109 ± 10 ≤35–129 ± 1 3 ± 7–40 ± 3 (weak)

O2 IR (1.27 microns)f 90–110 Variable (∼10–50)

O2 Visible (400–800 nm)g 100–130 Weak (≤30)

CO 4.7-micron, windsh 125–145 Sum = 200 ± 50

NO nightglow (UV)i 115–150 ∼200 40–60

O dayglow (130 nm)j 130–250 Eddy diffusion constraint

Temperatures (night)k Above 150 ∼200 ∼50–100

H dayglow (121.6 nm)l Above 150 ∼45–90

H and He densitiesm Above 150 ∼45–90

References: (a) Widemann et al. 2007; (b) Taylor et al. 1980; Schafer et al. 1990; Roos-Serote et al. 1995;
Kliore 1985; (c) Gulkis et al. 1977; Schloerb et al. 1980; Clancy and Muhleman 1985, 1991; Gurwell et al.
1995; Lellouch et al. 1994; Rosenqvist et al. 1995; (d) Shah et al. 1991; Lellouch et al. 1994; Rosenqvist
et al. 1995; Clancy et al. 2008; Lellouch et al. 2008; Rengel et al. 2008; (e) Goldstein et al. 1991; Schmülling
et al. 2000; Sornig et al. 2008; (f) Crisp et al. 1996; Bougher et al. 1997; (g) Krasnopolsky 1983; Bougher
and Borucki 1994; (h) Crovisier et al. 2006; (i) Stewart et al. 1980; Bougher et al. 1990; Gérard et al. 1981;
(j) Alexander et al. 1993; (k) Niemann et al. 1980; Mayr et al. 1980; Mengel et al. 1989; Keating et al.
1980; Bougher et al. 1986, 1997; (l) Paxton 1985; Paxton et al., 1988a, 1988b; (m) Niemann et al. 1979;
Brinton et al. 1980.

Lellouch et al. 1997; Schubert et al. 2007; Clancy et al. 2008). Many of these datasets, and
their implications for global winds, are summarized in Table 1.

More recently, departures from this two-component wind model (residuals) are becom-
ing more apparent, as ground-based and VEx measurements are being combined to confirm:
(a) significant nightglow (O2

1!g IR and VEx NO UV) temporal and spatial variability, and
(b) a substantial warming (up to ∼180–195 K) of mean temperatures near ∼95 km often
associated with these O2(1!g) nightglow patches of peak emission (e.g. Bertaux et al. 2007;
Drossart et al. 2007; Bailey et al. 2008a; Ohtsuki et al. 2005, 2008). Systematic monitoring
by other VEx instruments (since 2006) also provides confirmation of this proxy wind record,
making use of vertical structure measurements. For example, VeRA and VIRTIS observa-
tions also address upper atmosphere dynamics by measuring the 3-D temperatures and de-

From  Gerard  et  al.  (2017)
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generally reproduced by the VTGCM simulations, and 
do not vary as a function of solar cycle. Gravity-wave 
induced drag presumably provides the deceleration of 
the day-to-night winds necessary to isolate the dayside 
and nightside sufficiently to yield this behavior [Alexan- 
der, 1992; Zhang et al., 1996; Bougher et al., 1997b]. In 
addition, Magellan drag data (SMED) plus PVO data 
(SMAX) generally confirm the very small variation of 
nightside temperatures [e.g., Kasprzak et al., 1997]. A 
dayside temperature minimum (•- 175 K) appears in 
the VTGCM near 125 kin. Furthermore, VTGCM tem- 
peratures near 100 km approach 160 to 170 K and are 
in rough accord with ground-based microwave tempera- 
tures averaged over many years [e.g., Clancy and Muh- 
letoann, 1991]. 

Figure lb illustrates a composite of VTGCM O/CO2 
mixing ratio profiles for all three solar cycle cases for 
dayside (LT= 1200) and nightside (LT=2400) local times. 
Historically, the abundance ratio (O/CO2) at the alti- 
tude of the dayside ionospheric peak has ben used as 
an indicator for the degree of net CO2 dissociation of 
Venus's upper atmosphere [yon Zahn et al., 1983]. This 
altitude is close to 140 km for all solar zenith angles 
(SZA) less than 70 ø [Cravens et al., 1981]. With the 
advance of the solar cycle, it is expected that CO2 net 
dissociation will increase, providing enhanced O and de- 
pleted CO2 thermospheric densities. The overall effect 
on the largely photochemically controlled dayside ther- 
toosphere is to increase its O/CO2 mixing ratios from 
SMIN to SMAX conditions. VTGCM values of this 
ratio near 140 km range from 7-8% (SMIN) to 15-16½/0 
(SMAX) near noon on the equator. Atomic oxygen sur- 
passes CO2in the dayside Venus thermosphere a.s the 
dominant species near 155 km (SMAX) and 160 km 
(SMIN). This factor of 2 variation ovet•.the solar cycle 
is consistent with available observations./PVO nfixing 
ratios derived from 1978 to 1980 SIVlAX• data corre- 
spond to 15-20% for solar' zenith angles less thm• 75 ø 
[yon Zahn et al., 1983]. Magellan drag data indicate 
that the da. yside O/CO2 mixing ratio at 150 km de- 
creases by 50% from F10.7 = 180 to 130 [Keating and 
Hsu, 1993]. VTGCM nightside O/CO2 mixing ratios 
above --• 125 km reflect a similar solar cycle variation 
driven by day-to-night winds. Throughout the solar cy- 
cle, the large day-to-night variation in O-mixing ratios 
is consistent with the build-up of nightside atonfic-O 
due to global trashsport fi'om its da•vside source. Below 
120 kin, photodmmical destruction of the transported 
atonfic-O by three-body recombination serves to modi•, the nightside O/CO2 mixing ratio profile considerably, 

resulting in strong intensities of O2 visible and IR night- 
glow emissions (see review by Fox and Bougher [1991] 
and Bougher and Borucki [1994]). 

It is important to note that the Venus dayside O/CO2 
ratio doubles near 140 km from SMIN to SMAX. This 
variation of oxygen abundas•ce serves to regulate the 
efficiency by which CO2 15-micron cooling operates 
to mitigate the increase in EUV heating with the ad- 

vance of the solar cycle. An "O-regulated CO2 ther- 
mostat" appears to be in operation for balancing EUV 
heating in the Venus dayside thermosphere above 140 
km [see Fox and Bougher, 1991; Keating and Bougher, 
1992, Bougher et al., 1994; Kasprzak et al., 1997]. The 
present VTGCM simulations appear to accurately cap- 
ture the solar cycle behavior of this "O-regulated CO2 
thermostat" (see section 4). 

Figure 2a illustrates the behavior of the VTGCM 
temperatures and winds near the exobase (•-195 km 
dayside; -•145 km nightside) for SMED conditions. The 
collapse of the altitude scale for the nightside thermo- 
sphere is due to the very cold nightside temperatures 
simulated and observed, unlike any other upper atmo- 
sphere in the solar system [Kasprzak et al., 1997]. The 
large day-to-night temperature contrast drives horizon- 
tal winds that read• magnitudes of 240 m/s, which are 
balanced by wave drag emd molecular viscosity. The 
subsolar-to-antisolar (SS-AS) symmetric component of 
the circulation is augmented by a retrograde superrotat- 
ing zonal (RSZ) flow [e.g., Bougher et al., 1997b]. This 
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Figure 2. VTGCM horizontal temperature and wind 
variations for SMED conditions: (a) exobase T+(U,V) 
plot at z = 7.0 (•-195 km dayside; -•145 km night- 
side), showing horizontal wind pattern and underlying 
temperature structure; maximum arrow (winds) corre- 
sponds to 240 m/s; (b) homopause T+(U,V) plot at z - 
0.0 (134.5 km dayside; 126 km nightside), showing hori- 
zontal wind pattern and underlying temperature struc- 
ture; maximum arrow (winds) corresponds to 161 m/s. 

Solar  medium  conditions  
simulated  by  VTGCM  (Bougher et  
al.  1999):  Note  that  VTGCM  uses  

Rayleigh  drag  to  simulate  
momentum  deposition  by  waves  

to  match  the  large  diurnal  
temperature  difference.


