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from Voyager data (Kliore et al. 1980; Lindal et al. 1985, 1987; Lindal 1992; Yelle
and Miller 2004), for Jupiter from Galileo data (Hinson et al. 1997), and for Saturn
from Cassini data (Kliore et al. 2009).

Thermospheres

The temperature in the stratosphere and mesosphere is controlled by solar near-
IR heating in CH4 bands and IR emissions by CH4 and photochemical products
C2H6 and C2H2 (Yelle et al. 2001). As the abundance of CH4 decreases above the
homopause (Fig. 4), the lack of radiative cooling allows for a hot thermosphere.
Unlike on Earth, on the giant planets, the thermospheres are much hotter than
expected from solar heating (Fig. 5), and the solution to this “energy crisis”
remains elusive (see below). The upper atmosphere of Neptune is slightly warmer
than on Saturn, although generally the temperatures on these two planets appear
comparable. The temperatures on Jupiter and Uranus, on the other hand, are much
higher than on Saturn and Neptune. These trends do not correlate with distance from
the Sun, and, in the absence of a definite solution to the energy crisis, there is no
generally accepted explanation for these differences.

The location of the base of the thermosphere should coincide roughly with the
homopause, i.e., the region where the abundance of CH4 begins to fall rapidly with
altitude. On Jupiter, the stratospheric mixing ratio of methane is 1.8! 10!3, and the
homopause is near the 1 !bar level, close to the base of the thermosphere (Seiff et

Fig. 5 Low-latitude temperature-pressure (T-P) profiles for Jupiter from the Galileo probe (Seiff
et al. 1998) and Uranus from the Voyager 2/UVS solar occultation (Stevens et al. 1993). The
Saturn T-P profile is an average of 28 low to mid-latitude Cassini stellar occultations combined
with Cassini/CIRS data (Koskinen et al. 2015), with error bars reflecting the variability of the
observations. The T-P profile for Neptune is based on the Voyager 2/UVS occultations (Müller-
Wodarg et al. 2008). The highest temperature on Jupiter expected from solar XUV heating is only
230 K

Figure  from  Garcia  Munoz,  Koskinen,  Lavvas (2017)



HST  image  of  the  UV  aurora  on  
Saturn  (left),  below  is  a  UV  
image  showing  a  dark  polar  
hood  (Saganaki et  al.  2016).

Saturn’s!North!Polar!Regions!Observed!
by!Cassini/UVIS!

171.2K191.0!nm! LyKα!

R.!West!K!AOGS!2014! 5!



Karkoschka  and  Tomasko  (2005)  
conclusion  from  analysis  of  HST  data:  
“The  second  principal  variation  is  a  
variable  optical  depth  of  stratospheric  

aerosols.    The  optical  depth  is  large  at  the  
poles  and  small  at  mid-­ and  low  latitudes  
with  a  steep  gradient  in-­between.”
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(Kim et al. 1985) supports the latter view. Pryor and Hord (1991)
found a geographical correlation between the auroral zones and
UV-dark haze in the polar regions, providing additional evidence
that haze production is linked to auroral energy deposition. This
result has been confirmed by Vincent et al. (2000), who also ob-
served transient aerosol features aligned with the auroral oval.
Pryor and Hord (1991) proposed a sequence of ion–neutral re-
actions leading to the formation of heavy hydrocarbon ions that
might serve as the precursors to carbonaceous aerosols. Unfortu-
nately, they could not examine the implications of their chemical
model in detail since the recombination products of the heavy
hydrocarbon ions were unknown.

Recently, Wong et al. (2000, hereafter denoted W00) pre-
sented the results of a simple model for hydrocarbon photo-
chemistry in the jovian aurorae. In their model, auroral parti-
cle precipitation provides an important energy source for
enhanced decomposition of methane and production of benzene
and heavier ring compounds. The maximum volume mixing ra-
tio of benzene produced compares favorably with the observed
value of 2+2

−1 × 10−9 observed in the north polar region (Kim
et al. 1985). Two-, three-, and four-hexagonal ring polycyclic
aromatic hydrocarbons (PAHs) are predicted to be made in suf-
ficient quantities to condense and form the haze. Accelerated
decomposition of methane in the auroral zones is a crucial fea-
ture of the model, since it is essential for enhancing formation
of benzene and heavier PAH species in the polar regions. Hence,
if PAH chemistry is indeed a prologue to polar haze formation,
we have a ready explanation for why the stratospheric hazes are
concentrated near the poles and show geographic correlations
with the auroral zones.

The work of W00 is important in that it represents the first
attempt to quantitatively simulate the production of PAHs in
Jupiter’s polar stratosphere. PAHs are important molecular pre-
cursors of carbonaceous soot particle nucleation in laboratory
combustion experiments (Richter and Howard 2000), and con-
sequently it is plausible to think that they may also be impor-
tant precursors for jovian polar haze formation. To examine this
question further, we have developed a one-dimensional, coupled
photochemical–aerosol microphysical model to simulate the hy-
drocarbon chemistry and aerosol processes simultaneously. Our
principal goal is to determine what implications the chemical
model has for haze particle size and aerosol loading and to com-
pare these predictions with the available observations.

Our basic results can be summarized as follows. At high alti-
tude, A4 (pyrene, a hydrocarbon consisting of four fused hexag-
onal rings; hereafter we use the notation An to denote a PAH
containing n fused hexagonal rings) homogeneously nucleates
to form tiny primary particles. At lower altitudes, A3 (phenan-
threne) and A2 (naphthalene) heterogeneously nucleate on the
A4 nuclei. These particles grow by additional condensation of
A2 on the nucleated particles and by coagulation and eventu-
ally sediment out to the troposphere. The predicted range of
altitudes where aerosol formation occurs and the mean size to
which particles grow are found to be generally consistent with

the data analyses of Tomasko et al. (1986), West (1988), Rages
et al. (1999), and Banfield et al. (1998). However, the model
produces significantly less aerosol loading than that derived by
Tomasko et al. (1986), suggesting that the total gas-to-particle
conversion rate predicted by our model is too small.

In the following section, we discuss details of the coupled
chemical–microphysical model. In Section III, we discuss the
results of our simulations. These are compared to available ob-
servations in Section IV. We summarize our principal conclu-
sions in Section V.

II. POLAR HAZE MODEL

To simulate the physical properties and spatial distribution
of aerosols forming in the jovian auroral regions, our model
couples the chemical model of W00 with an aerosol micro-
physical model, some aspects of which have been described
previously (Friedson 1998). A schematic diagram of the basic
physical processes included in the model is shown in Fig. 1. The
one-dimensional chemical model calculates the steady-state ver-
tical profiles of hydrocarbon species that emerge as a result of
decomposition of CH4 due to photolysis and auroral particle
precipitation. A series of effectively irreversible reactions leads

FIG. 1. Schematic diagram of physical processes included in the coupled
chemical–aerosol microphysical model.

Friedson  et  
al.  (2002)

The Astrophysical Journal, 728:80 (11pp), 2011 February 20 Lavvas et al.
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Figure 1. Processes included in the model. In this example, the PACs provide primary particles which then coagulate to form an aggregate. Eventually the surface
chemistry acting on the aggregate provides a new, larger primary particle.

of primary particles pa and pb if they are neighboring and is
zero if the primaries are not neighbors. We use S to calculate
the coalescence level C(a, b) between each pair of neighboring
primary particles, described below.

2.2. Particle Rounding

Two primary particles, pa and pb, are in point contact directly
after a collision. The initial common surface Sa,b and volume
Va,b of these two connected primary particles is the sum of
the individual surfaces and volumes. The particles get more
spherical due to surface growth and can coalesce to one single
primary particle. We calculate the coalescence level, C(a, b),
between two touching primaries pa and pb from (Sander et al.
2011)

C(a, b) =
Ssph(a,b)

Sa,b
− 2−1/3

1 − 2−1/3
, (3)

where Ssph(a, b) is the spherical surface (the surface of a
sphere with the same volume as the two primary particles)
and the matrix element Sa,b is the common surface of the
two neighboring primary particles pa and pb. C(a, b) is zero
directly after a coagulation event for two same volume particles,
and is greater than zero if pa and pb have a different volume
(Figure 2). The mass deposited at the common surface of the
two primary particles in contact controls their volume change,
∆Va,b, assuming a mass density of 1 g cm−3. The corresponding
increase in surface area, ∆Sa,b, is calculated from (Patterson &
Kraft 2007)

∆Sa,b = ∆Va,b

s

Rc

, (4)

where the radius of curvature, Rc, is the radius of a sphere with
the volume of the two connected primary particles. A smoothing
factor of s = 2 implies that the common surface Sa,b increases
as if the two primary particles would be spherical (Patterson &
Kraft 2007). Smaller values of s lead to faster rounding of the
particles. The coalescence level C(a, b) increases due to surface
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Figure 2. Coalescence level C(1, 2) of two neighboring primary particles p1
and p2 as a function of the volume added relative to the sum of initial volume
of the two primaries. Three different initial volume relations are compared.

growth and two individual primary particles are replaced by one
primary particle if C(a, b) is larger than 0.99. We assume that the
rounding of the primary particles is independent from each other,
which means that a coalescence event between primary particles
pa and pb does not affect the coalescence level between primary
particles pa and pc. In order to ensure this independence, the
common surface Sa,b of pa and pc is modified in such a way that
their coalescence level does not change due to the coalescence
of primary particles pa and pb (Sander et al. 2011).

2.3. Fractal Dimension

The particle shape is an important property for their physical
properties (settling velocity, optical properties) and can be
described by a fractal dimension, Df , that correlates the number
of primary particles, n, with their distribution around the center

3

Growth  of  initial,  spherical  particles  
(Lavvas et  al.  2011)



HST/STIS  UV  image  of  Saturn  aurora  in  the  south  
(Cowley  et  al.  2004a,b)
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Fig. 2. Sketch of the plasma flow in the equatorial plane of Saturn’s magnetosphere, where the direction to the Sun is at the bottom of the
diagram, dusk is to the right, and dawn to the left. Arrowed solid lines show plasma streamlines, arrowed short-dashed lines the boundaries
between flow regimes (also streamlines), the solid lines joined by Xs the reconnection lines associated with the Dungey cycle, and the dashed
lines with Xs the tail reconnection line associated with the Vasyliunas cycle. The two tail reconnection lines are shown as being contiguous,
but this is not necessarily the case. The line indicated by the “O” marks the path of the plasmoid O-line in the Vasyliunas-cycle flow (also a
streamline), while “P” marks the outer limit of the plasmoid field lines, which eventually asymptotes to the dusk tail magnetopause.

The second possibility is that Saturn’s auroras are instead
associated with solar wind-magnetosphere coupling, as at
Earth. In this case we would generally expect the auroras to
lie in the vicinity of the boundary between open and closed
field lines, which is located at co-latitudes of ⇠11��15�, ac-
cording to estimates based on Voyager-1 tail magnetic field
data (Ness et al., 1981). This suggestion is thus reason-
ably consistent with the observed co-latitudes of the auroras,
⇠10��18� as indicated above. It is also supported by the
finding that the apparently-related SKR emissions are posi-
tively correlated with the dynamic pressure of the solar wind
(Desch, 1982; Desch and Rucker, 1983). In this paper we
thus consider the polar flows and current systems at Saturn
which are associated with the combined action of planetary
rotation and solar wind-driven convection, and their relation-
ship with the auroras.

2 Equatorial flows

The conceptual picture of the large-scale flow in Saturn’s
magnetosphere which forms the basis of our discussion de-
rives from earlier suggestions by Cowley et al. (1996) for

the jovian magnetosphere, based on spacecraft flyby obser-
vations. The consequences of this picture for the flows and
currents in Jupiter’s ionosphere have recently been discussed
by Cowley et al. (2003b), and are applied here similarly to
Saturn. Figure 2 shows our picture of the flows in the equa-
torial plane of Saturn’s magnetosphere in a view in which
the direction towards the Sun is at the bottom of the figure,
dusk is to the right, and dawn to the left. The arrowed solid
lines show plasma streamlines, while the arrowed dashed
lines (also streamlines) indicate the boundaries of the var-
ious components of the flow. Three such components are
depicted. In the innermost region the flow is dominated by
corotation with the planet. The streamlines are thus closed
around the planet, though extending to larger distances on
the nightside than on the dayside in the outer part due to the
dayside confining effect of the solar wind flow. The physics
of this region is dominated by plasma production and pick-up
from neutral gas sources originating from ring grains and the
icy surfaces of moons, followed by centrifugally-driven out-
ward radial transport associated with small-scale motions not
illustrated in the figure (e.g. Johnson et al., 1989; Pospieszal-
ska and Johnson, 1991; Richardson, 1992; Richardson et al.,
1998). No detailed self-consistent dynamical models of these

Cowley  et  al.  (2004a)
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Fig. 3. Sketch of the plasma flow in the northern kronian ionosphere in a format following that of Fig. 2, where the direction to the Sun is at
the bottom of the diagram, dusk is to the right, and dawn to the left. The outermost circle corresponds to a co-latitude of⇠30� from the pole,
which maps to the equatorial plane at a radial distance of ⇠3RS . Circled dots and crosses indicate regions of upward and downward field-
aligned current, respectively, as indicated by the divergence of the horizontal ionospheric current. Hall currents flow generally anti-clockwise
round the pole and close in the ionosphere, while Pedersen currents flow generally equatorward and close in the field- aligned current system
shown.

3 Ionospheric flows and currents

In this section we now discuss the flows in Saturn’s iono-
sphere that correspond to those in the equatorial magneto-
sphere just outlined. These are depicted in Fig. 3, where we
use the same line formats as in Fig. 2. One feature shown in
Fig. 3 which could not be shown in Fig. 2, however, is the
“polar cap” region of open flux, which maps to the tail lobes
and thus lies outside of the equatorial plane. This is located
in the inner region of the figure. It is bounded in the noon
and midnight sectors by the dayside and nightside “merging
gaps”, where the field lines map to the magnetopause and
tail Dungey-cycle reconnection X-lines. Plasma and frozen-
in flux tubes flow across the boundary from the closed to the
open region at the dayside merging gap, mapping to the mag-
netopause reconnection sites, while flowing from the open to
the closed region at the nightside merging gap mapping to the
tail reconnection sites. Between the merging gaps, “adiaroic”
portions of the boundary span dawn and dusk (dashed lines),
mapping to the flank magnetopauses. The adiaroic portions
of the open-closed field line boundary are those not mapping

to active reconnection sites, such that the normal component
of the plasma velocity at the boundary is zero in the bound-
ary rest frame (i.e. the plasma does not move across these
portions of the boundary). As indicated in the Introduction,
the size of the polar cap can first be estimated from the mag-
netic flux content of the tail lobes, obtained from flyby mag-
netic field data. Assuming a circular polar cap centred on the
pole, Ness et al. (1981) estimated the boundary to be located
at co-latitudes ⇠11��15� from Voyager-1 data obtained at
down-tail distances of ⇠25RS (the furthest distance down-
tail explored by any of the three flyby spacecraft to date).
Estimates can also be made by examining the flux content in
the equatorial magnetosphere out to the magnetopause, us-
ing magnetic models derived from flyby data (Connerney et
al., 1983; Bunce and Cowley, 2003). Values obtained on this
basis yield boundary values of ⇠12��13� in the Northern
Hemisphere and ⇠13� � 15� in the Southern Hemisphere
(Cowley and Bunce, 2003), the difference being due to the
effect of the quadrupole component of the internal field. We
neglect this difference in the outline discussion given here,
and will simply take the boundary to lie at ⇠15� co-latitude,



in conformity with the respective flux function profiles
shown in Figure 2b, features in the southern hemisphere
are displaced equatorward of corresponding features in the
north by !1! at !10! colatitude, increasing to !3! at !25!
colatitude. It can be seen that the model angular velocity
remains at an almost fixed value of 30% of rigid corotation
within the region of open field lines, essentially up to the

model open-closed field line boundary at 12.8! in the
northern hemisphere and 14.1! in the south. It then under-
goes a rapid increase to !80% of rigid corotation on closed
field lines in a region !2! wide, corresponding to the band
of flows associated with the Dungey cycle return flow and
Vasyliunas cycle flow, before falling once more to a local
minimum of !60% of rigid corotation at !16! in the north

Figure 4. (a) Plot of the model (w/WS) profiles mapped along field lines into the equatorial plane and
shown as a function of radial distance, re, from the planet, normalized to the conventional Saturn radius,
RS. The solid curve shows the closed field model given by equation (15), while the short-dashed curve
shows the effect of adding the possibly moon-related angular velocity dips given by equation (16). The
radial distances of the orbits of the moons Dione and Rhea are indicated by the vertical dotted lines,
showing their relationship to these dips. (b) Plots of the model angular velocity profiles mapped along
field lines into the northern and southern ionospheres and plotted versus the colatitude, qi, with respect to
the corresponding pole. The solid and short-dashed curves show the profiles with and without dips in the
northern ionosphere, while the long-dashed and dotted curves show the corresponding curves in the
southern hemisphere. The profiles without dips correspond to the sum of equations (15) and (18), while
the profiles with dips also add equation (16).
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Based  on  Voyager  data  (Cowley  et  
al.  2004b);  time  for  me  to  update  

to  Cassini  data…



Joule  heating  provides  ~4-­8  TW  of  energy,  solar  heating  provides  0.15-­0.27  TW
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Simulated  magnetospheric electric  field  
mapped  to  the  south  polar  region  (Strobel,  
Koskinen,  Muller-­Wodarg,  2016).    The  
black  line  tracks  the  auroral oval.  

and transporting material downward in the polar cap area (dashed
line in Fig. 10). Note that the downward wind velocities seen in the
right panel of Fig. 7 are the dominant cause of this mass flux in the
polar cap, by far offsetting the upwelling that is seen at higher lev-
els where the atmospheric densities are considerably lower. Simi-
larly, the meridional wind velocities in Fig. 7 (left panel) near the
ionospheric peak are responsible for the bulk of meridional mass
transport, rather than the high-altitude winds. Zonal mass fluxes
(dotted line in Fig. 10) are negligible (despite the larger zonal wind
velocities) since zonal mass density gradients are negligible.

3.4. Energy balance

We now examine the thermospheric energy balance in the
auroral region. Fig. 11 shows diurnally-averaged energy terms at
(78!S) from simulation R15. Solid lines denote energy sources
and dashed lines are energy sinks. The dominant energy source is
total Joule heating (green) which includes the contribution from
thermospheric neutral winds according to Eq. (11), illustrated also
in Fig. 3. As expected for Saturn, and the polar regions in particular,
solar EUV heating (black) plays only a minor role. Vertical molecu-
lar conduction (blue) acts mostly as an energy sink in the upper
thermosphere, conducting the energy down into the lower thermo-
sphere (below around 10!4 mbar) where it is deposited and repre-
sents a key energy source. Horizontal advection (red) provides the
main energy sink in the region of peak heating, due to meridional
winds transporting the energy equatorward. In the upper thermo-
sphere energy is transported from the hotter polar region towards
the equator, so advection acts as an energy source near 78!.
Vertical upward winds provide a further key energy sink in the
region via adiabatic cooling (magenta) and vertical advection
(cyan). Cooling by Hþ3 IR emissions (grey) plays a minor role on
Saturn, unlike what is found on Jupiter (Miller et al., 2010; Bougher
et al., 2005; Achilleos et al., 1998).

Our calculations illustrate that dynamics play a key role in
controlling the energy balance on Saturn, particularly in the

auroral region. The mass flux of Fig. 10 can be regarded as repre-
senting the bulk energy flow in the atmosphere and thus ulti-
mately also helps to understand the thermal structure (Fig. 6),
including the cold equatorial temperatures. As can be inferred from
Fig. 10, auroral (magnetospheric) energy is transported by meridi-
onal winds primarily into the polar cap region, explaining the tem-
perature maximum there (Fig. 6). Equatorward energy transport is
negligible despite the upper thermosphere pole-to-equator winds
(left panel of Fig. 7) since those occur in a region where the atmo-
spheric density is considerably lower and hence energetically
insignificant.

3.5. Sensitivity to magnetospheric forcing parameters

Having focused so far on simulations for specific high latitude
magnetospheric forcing conditions, we now explore the parameter
space of possible electric field and particle precipitation fluxes to
examine the atmospheric sensitivity to magnetospheric forcing.
Diurnally-averaged temperatures at the peak ionospheric density
level (10!5 mbar) and latitude 78! from simulations R1–R18 (Ta-
ble 1) are shown in the upper panel of Fig. 12 as a function of
10 keV electron energy flux and peak electric field strength. As dis-
cussed in Section 3.2 (and shown for R15 in Fig. 6) the tempera-
tures may be regarded as representing to within ±50 K
exospheric and Hþ3 temperatures. While the values are based on
equinox simulations, we found seasonal differences to be insignif-
icant, generating temperature changes of 610 K. The bottom panel
of Fig. 12 shows as a function of 10 keV electron energy flux and

Fig. 11. Diurnally-averaged energy terms in the auroral region (78!S) as calculated
in simulation R15. Solid lines denote energy sources and dashed lines are energy
sinks. The ionospheric peak height at auroral latitudes of 1300 km (Fig. 4)
corresponds to the 5 # 10!6 mbar pressure level. Dominant energy source is Joule
heating (green), as given by Eq. (11). Solar EUV heating (black) plays a minor role
only. Vertical molecular conduction (blue) acts mostly as an energy sink in the
upper thermosphere and energy conducted away from there is deposited in the
lower thermosphere below around 10!4 mbar where it acts as a source. Horizontal
advection (red) provides the main energy sink in the region of peak heating,
primarily driven by meridional winds transporting the energy equatorward. In the
upper thermosphere energy is transported from the hotter polar region towards the
equator, so advection acts as an energy source near 78!. Vertical upward winds
provide a further key energy sink in the region via adiabatic cooling (magenta) and
vertical advection (cyan). Cooling by Hþ3 IR emissions (grey) plays a minor role only
on Saturn, unlike on Jupiter. The figure illustrates the importance of thermospheric
dynamics in determining the auroral energy balance. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 12. Upper panel: diurnally-averaged thermosphere temperatures (in units of
Kelvin) in the auroral region (78!) as a function of magnetospheric forcing
parameters, as obtained from simulations R1–R18 (see Table 1). Temperatures are
from near the ionospheric peak ($10!5 mbar), but are almost identical (within
±50 K) to exospheric temperatures, as can be seen also from Fig. 6 for the particular
case of R15. Diurnal temperature variations above the ionospheric peak are below
6 K. While the values in the figure were obtained for equinox conditions, the effect
of season is negligible. The thick red line highlights the 650 K contour and
approximately separates regions of polar temperatures that have been observed on
Saturn (T 6 650 K) from those that as yet have not been observed (T > 650 K). Lower
panel: total column emission rates of Hþ3 (in units of W m!2 sr!1) calculated from
the vertical profiles of Hþ3 densities and temperatures of simulations R1–R18. The
full range of emission rates shown (63 # 10!5 W m!2 sr!1) is within observed
values. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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Westward  Coriolis  force  (  -­2W x  u  ),  aided  by  ion  
drag  (  j  x  B  ),  turns  meridional  flow  from  the  poles  
into  zonal  flow  and  traps  the  energy  at  the  poles  
(Smith  et  al.  2007,  Muller-­Wodarg et  al.  2012).

Rotation



Fast,  easterly  zonal  wind  appears  in  a  
narrow  peak  near  the  auroral oval  and  
broad  slower  envelope  at  mid-­latitudes

(Muller-­Wodarg et  al.  2012).    A  comparison  
of  model  and  observed  temperatures  is  

shown  below  (in  prep).


