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Gravity Waves in Jupiter’s Thermosphere
Leslie A. Young,* Roger V. Yelle, Richard Young,

Alvin Seiff, Donn B. Kirk

The Atmosphere Structure Instrument on the Galileo probe detected wavelike temper-
ature fluctuations superimposed on a 700-kelvin temperature increase in Jupiter’s ther-
mosphere. These fluctuations are consistent with gravity waves that are viscously
damped in the thermosphere. Moreover, heating by these waves can explain the tem-
perature increase measured by the probe. This heating mechanism should be applicable
to the thermospheres of the other giant planets and may help solve the long-standing
question of the source of their high thermospheric temperatures.

The atmospheres of the giant planets (Ju-
piter, Saturn, Uranus, and Neptune) and
Earth reach high temperatures in the low-
pressure region of the upper atmosphere
known as the thermosphere (1). On Earth,
the energy to heat the thermosphere is
supplied by absorption of solar extreme
ultraviolet (EUV) radiation. However, for
the giant planets, the solar heating rate is
more than one order of magnitude too
small to explain the high temperatures.
Suggestions for Jupiter’s thermospheric
heat source include charged particle im-
pacts, Joule heating, or the dissipation of
gravity waves (2, 3, 4). It has been diffi-
cult to evaluate these energy sources be-
cause, until recently, the shape of the
thermal profile above the 1-mbar level was
poorly constrained. Without knowing the
first and second derivatives of the temper-
ature profile, it is difficult to estimate the
amount of energy required or the altitude
at which the energy must be deposited by

mechanisms which seek to explain the
thermal profile. The Atmosphere Struc-
ture Instrument (ASI) directly measured
the temperature of Jupiter’s upper atmo-
sphere on 7 December 1995 (5). The ASI
experiment detected wave-like fluctua-
tions superimposed on a 700 K tempera-
ture increase in the thermosphere. Here
we describe how these temperature fluctu-

ations are consistent with gravity waves,
and show that viscous dissipation of these
waves can be responsible for the elevated
thermospheric temperatures.

We decomposed the ASI temperature
profile into a mean profile (Fig. 1A) and
perturbations (6). Subtracting the mean
thermal profile from the observed thermal
profile leaves temperature fluctuations,
peak-to-peak, of 50 to 80 K. These ther-
mospheric waves have extrema at 940,
800, 665, 550, 495, 447, 425, and 395 km.
Taking the distance between extrema as
the half period, we estimated an observed
vertical wavelength of ;260 km above
550 km, ;100 km between 450 and 550
km, and ;50 km between 395 and 450
km. The mesopause, which is the bound-
ary between the middle atmosphere and
the thermosphere, is located at the tem-
perature minimum near 290 km (3.3
mbar). The temperature gradient rises
quickly above the mesopause, and reaches
a maximum of 2.9 K/km at an altitude of
357 km. The positive thermal gradient
implies that an energy of 0.53 erg/cm2/s is
transported downward by thermal conduc-
tion. This conductive flux must be bal-
anced by heating in steady state; therefore,
the column-integrated heating rate in the
thermosphere is also 0.53 erg/cm2/s. The
inferred upward flux at the top of the ASI
observations is between 0 and 0.1 erg/cm2/
s, and depends on the method of defining
the mean state (7).

We modeled how gravity waves could
produce the estimated temperature pertur-
bations under the following assumptions: (i)
the frequency of the gravity wave is much
larger than the Coriolis parameter, (ii) the
mean state varies slowly compared to a
wavelength, (iii) the period of the gravity
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Fig. 1. (A) The observed
ASI temperatures (thick
dotted curve), an esti-
mate of the mean thermal
profile (solid curve), and
the thermal profile which
we ultimately derive by in-
tegrating the heating by
the observed gravity
waves (dashed curve).
The dots represent indi-
vidual measurements by
the ASI. (B) The tempera-
ture fluctuations that re-
main after subtracting the
mean state. The solid
curve is the calculated
sum of the two gravity
waves summarized in Ta-
ble 1. The dotted curve is the difference between the observed ASI temperatures and the estimated mean
thermal profile. (C) The dots represent the rate at which energy is conducted downward, derived from the
mean thermal profile. The solid curve is the total flux carried upward by the two waves, assuming «F(z0) 5
0.2 erg/cm2/s for both waves.
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wave is much shorter than the diffusion
time over a vertical wavelength, (iv) the
phase speed is much less than the sound
speed, and (v) the zonal wind is negligible.
We do not assume that the waves are hy-
drostatic, or that the mean state is isother-
mal (8).

The temperature fluctuation, dT, writ-
ten as the product of an amplitude, A(z),
and a wave with wavenumbers kx, ky, and kz
and a frequency v, is

dT 5 A(z) exp[i(kxx 1 kyy 2 vt 1 *kzdz)]

(1)

The vertical wavenumber is given by

kz
2 5

N2 2 v2

v2 kh
2 2

1
4H2 (2)

where N is the Brunt-Väisälä frequency, H
is the density scale height and kh 5 (kx

2 1
ky
2)1/2 is the horizontal wavenumber. A

negative kz/v corresponds to upward energy
propagation. If v is much smaller than N
and kz is much larger than 1/2H, the disper-
sion relation simplifies to kz 5 2N/c, where
c 5 v/kh is the horizontal phase speed.
Because of the probe’s horizontal motion, kz
may differ from the observed vertical wave-
number, kz,obs.

The amplitude of the gravity wave will
grow with altitude until viscous dissipation
becomes important. Under our assump-
tions, the amplitude is

A~z! } Î k zT2N4

~N2 2 v2!r
exp1E

zlow

z

nK4

vk z
dz2 (3)

where K 5 (kh
2 1 kz

2)1/2 is the total wave-
number, and r, T, and n are the density,
temperature, and molecular (kinematic)
viscosity of the mean state respectively. zlow

is arbitrary, because it simply introduces a
multiplicative constant. The square-root
term represents the growth of the wave in
the absence of damping. The exponential
term represents the decrease in amplitude
due to damping by molecular viscosity.
Since n is inversely proportional to r, the
damping term increases with increasing al-
titude. The maximum amplitude is reached
at some damping altitude z0, at which ]A/
]z 5 0. If kz ' 2N/c, then at z 5 z0

v4

kh
3

5 vc3 5 khc4 ' 2H̃0n0N0
3 (4)

where H̃ 5 []ln(T2N3/r)/]z]21 is approxi-
mately the scale height, and N0, n0, and H̃0
are evaluated at z0. This simplifies the equa-
tion for the wave amplitude for a specified
z0, which we write as A(z, z0),

A~z, z0! ' A0Î T2N3/r
T0
2N0

3/r0
exp

12
1
2H̃0

E
z0

z

nN3

n0N0
3 dz2 (5)

where A0 is the maximum temperature fluc-
tuation amplitude. Notice that A(z, z0) no
longer depends explicitly on the frequency
or wavenumber of the wave.

The observed temperature perturbations
cannot be fit by a single gravity wave. To
determine the wave properties and spec-
trum from the observed perturbations, we
calculate the periodogram, tailoring the
analysis to be especially sensitive to waves
with an amplitude modulation given by Eq.
5 (although other waves will be detectable
as well). We vary z0 from 400 to 900 km,
and use A(z, z0) as the data window at each
z0. We use the Lomb-Scargle periodogram,
modified to include a data window (9), to
determine both z0 and kz,obs of the waves.
The sliding periodogram has two local max-
ima, with observed vertical wavelengths of
288 and 91 km, and damping amplitudes of
710 and 430 km, respectively (Fig. 2 and
Table 1). If other waves are present, they
are of smaller amplitudes. The superposition

of these two waves reproduce the tempera-
ture perturbations between 400 and 900 km
(Fig. 1B). The relatively poor fit near and
below 400 km may be due to gravity waves
with smaller vertical wavelengths which are
damped to insignificance at altitudes great-
er than 400 km.

If the probe trajectory were vertical,
then the observed kz would provide a direct
measure of c, and all the wave properties
could be inferred (assuming that these are
gravity waves). However, the probe is mov-
ing horizontally as well as vertically, and
the observed vertical wavenumber (kz,obs)
may be shifted from the actual vertical
wavenumber (kz). The effect of the probe’s
trajectory on the observed vertical wave-
number depends on the horizontal wave-
number, the vertical and horizontal veloci-
ties of the probe (Vz and Vh), and the angle
(u) between the horizontal component of
the probe velocity and the horizontal phase
velocity, such that

kz,obs 5 kz 5 kh cosu
Vh

Vz
2

v

Vz
(6)

At the beginning of the observations, the
probe was moving with Vh 5 46.3 km/s and
Vz 5 8.7 km/s. The range of c for wave 1 is
severely constrained by kz,obs, so 0.186 , c1
, 0.205 km/s. The range of c for wave 2 is
constrained to be less than 0.43 km/s by the
observed wavelength, and is unconstrained
on the short end. However, for c2 , 0.18
km/s the horizontal and vertical wave-
lengths are similar. This violates the as-
sumption of kz ' 2N/c, used to generate
the periodogram and find the wave ampli-
tudes, so for a self-consistent analysis, we do
not consider this case.

Finally, we show that heating by dissi-
pating gravity waves can account for the
observed thermal profile. The equation for
the conservation of total energy can be
written

k
dT
dz

5 ε@F1~z! 1 F2~z!# (7)

where k is the conductivity, F1 and F2 are
the energy fluxes carried vertically by waves
1 and 2 (including internal, kinetic, and
potential energy), and ε is an efficiency
factor. In terms of the temperature pertur-
bation, the wave flux is

F~z! 5
r

2
g

g 2 1
g2

N2v

kzN
2 2 v2

N2

A2

T2 (8)

where g 5 cp/cv, the ratio of specific heats
(3, 10). The derivative of Eq. 8 with respect
to z represents the maximum possible heat-
ing rate, because some of the wave energy
could be deposited as kinetic energy rather
than heat, decreasing the heating efficiency
of the waves.
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Fig. 2. The power spectral density is plotted as a
function of the observed vertical wavelength
(kz,obs) and the viscous damping altitude (z0). The
dots indicate the local maxima, which correspond
to two observed gravity waves ( Table 1). Wave 1
is labeled W1 and wave 2 is labeled W2. The
periodogram has been been normalized so that a
solitary, pure gravity wave will have unit power.

Table 1. Properties of modeled gravity waves.

Wave 1 Wave 2

z0 (km) 430 710
2p/kz,obs (km) 91 288
A0 (K) 38 41
c (km/s) 0.186–0.205 0.18–0.43
v (s21) 9.9 3 1025 1.6 3 1023

2p/kh (km) 12,693 773
2p/kz (km) 92 149
«F(Z0) (erg/cm

2/s) 0.19 0.21

*For c5 0.2 km/s and « 5 0.65; For other values of c, use
v } c 23, kh } c24, kz } c21, and F0 } c22.

REPORTS

http://www.sciencemag.org z SCIENCE z VOL. 276 z 4 APRIL 1997 109



We calculate the energy fluxes carried
by both waves in the upper atmosphere, and
compare them with k dT/dz calculated from
the mean thermal profile. We find that we
need εF2(z0) 5 0.2 erg/cm2/s to match the
observed increase in temperature. We know
the phase speed of wave 1 is about 0.2 km/s.
If the phase speeds of the two waves are
similar, than wave 2 must have a 65%
efficiency. Alternatively, wave 2 could
have εF(z0) 5 0.2 erg/cm2/s if it has an
efficiency of 100% and a phase speed of
0.25 km/s. We assumed c 5 0.2 km/s and ε
5 0.65 for wave 1 and wave 2 (Table 1).
Near the base of the thermosphere the mag-
nitude of the total wave energy is greater
than the thermally conducted flux (Fig.
1C). This could be due to some of the wave
energy at altitudes below 440 km being
radiated away by CH4, or the wave heating
being less efficient near the mesopause. The
thermally conducted flux varies with alti-
tude similarly to the flux due to the two
gravity waves in that there is a swift drop in
the flux near 450 km (which we attribute
mainly to wave 1) and a gradual decrease
above 500 to 600 km (which we attribute
mainly to wave 2). If we solve the thermal
conduction equation at altitudes above 400
km the calculated thermal profile (Fig. 1A)
is similar to the observed mean profile.
Thus, it is possible that we have a self-
consistent explanation above 400 km alti-
tude in which the gravity waves that are
manifest as temperature perturbations imply
a heating profile which is consistent with
the observed mean temperature profile.

Gravity waves are also present in Jupiter’s
mesosphere. Stellar occultations reveal tem-
perature perturbations in the 1 to 10 mbar
region with vertical scales of 2 to 20 km and
amplitudes of ;5 K (3). The ASI data also
show evidence for wave activity in the 1- to
105-mbar region. Although these data have
yet to be analyzed in detail the temperature
perturbations are on the order of 20 K with
apparent vertical wavelengths of 50 km (5).
Both observations show a complex spectral
distribution that is consistent with breaking
gravity waves (that is, waves that are critically
damped by eddy viscosity, and whose thermal
gradients approach the adiabatic lapse rate).
As discussed by Seiff et al. (5), the short-
wavelength waves likely damp at low alti-
tudes. Previous discussions of gravity-wave
heating on Jupiter have focused on the waves
observed in the stellar occultation, which de-
posit their energy within one or two scale
heights of the mesopause (3, 4). Breaking
gravity waves have also been observed in the
mesospheres of Earth (11) and Neptune (12).

In contrast with the mesospheric waves,
the waves observed in Jupiter’s thermo-
sphere are damped by molecular, not eddy,
viscosity. The exponential increase of mo-

lecular viscosity with altitude causes shorter
waves to be damped at lower altitudes, and
can lead to the dominance at any particular
altitude of a single wavelength. Thus, the
waves observed in the thermosphere are the
surviving members of an ensemble of up-
wardly propagating waves and they tell us
about the energy contained in the long
wavelength end of the gravity wave spec-
trum. If we assume that the waves seen in
the thermosphere were generated by con-
vective motions in the troposphere and
have propagated upward from the tropo-
pause according to Eq. 5, then we infer
amplitudes at 200 mbar of only 0.07 and
0.02 K for waves 1 and 2. These are the sizes
of the temperature perturbations in the
tropopause region required to generate the
waves. The forcing perturbation in the tro-
posphere must also have a horizontal scale
comparable to that of the observed waves.
Other suggestions for the heat source re-
sponsible for the high temperatures in Jupi-
ter’s thermosphere include heating by
charged particle precipitation, transport of
auroral energy from high to low latitudes,
and Joule heating by winds in the iono-
sphere. These suggestions have been diffi-
cult to evaluate without observational con-
straints on the charged particle fluxes and
winds in the upper atmosphere. Recently,
Waite et al. (13) reported observations of
x-rays from the jovian equatorial regions
which may be caused by precipitation of
energetic particles from the magnetosphere.
The heating rates associated with the par-
ticle precipitation could contribute signifi-
cantly to the upper atmospheric heating
rate (13). Thus, there may be several con-
tributors to the energy balance in the jovian
upper atmosphere. The energetic particle
precipitation (13) is a heating mechanism
that is specific to Jupiter since it relies upon
the magnetosphere as a source of energy,
and Jupiter has the most powerful magne-
tosphere of the giant planets. Dissipation of
gravity waves is not unique to Jupiter; it
could occur in the thermospheres of all the
giant planets and therefore may be a general
cause for the hot thermospheres on the
giant planets.
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zero, then the total energy equation is

rwSE 1 F 1
1
2
u2D 1 pw 2 k

]~T 1 dT !

]z

2
n

r

1
2

]u2

]z
5 0
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The Receptor for the Cytotoxic Ligand TRAIL
Guohua Pan, Karen O’Rourke, Arul M. Chinnaiyan,

Reiner Gentz, Reinhard Ebner, Jian Ni,* Vishva M. Dixit*†

TRAIL (also known as Apo-2L) is a member of the tumor necrosis factor ( TNF) ligand
family that rapidly induces apoptosis in a variety of transformed cell lines. The human
receptor for TRAIL was found to be an undescribed member of the TNF-receptor family
(designated death receptor–4, DR4) that contains a cytoplasmic “death domain”
capable of engaging the cell suicide apparatus but not the nuclear factor kappa B
pathway in the system studied. Unlike Fas, TNFR-1, and DR3, DR4 could not use FADD
to transmit the death signal, suggesting the use of distinct proximal signaling ma-
chinery. Thus, the DR4-TRAIL axis defines another receptor-ligand pair involved in
regulating cell suicide and tissue homeostasis.

Apoptosis, or programmed cell death, is a
process fundamental to the normal develop-
ment and homeostasis of multicellular organ-
isms. Deregulation of programmed cell death
leads to a number of human diseases, includ-
ing cancer, neurodegenerative disorders, and
acquired immunodeficiency syndrome (1, 2).
The cell death machinery comprises effectors,
activators, and negative regulators (3). Cer-
tain cytokines of the TNF ligand family and
their cognate receptors, including TNFR-1
and Fas (also known as Apo-1 or CD95), are
classic triggers of the suicide response (1, 3).
TNF and Fas ligand (also known as Apo-1L or
CD-95L) induce apoptosis by binding to their
respective death domain–containing recep-
tors, TNFR-1 and Fas. The death domain is a
protein-protein interaction motif that orches-
trates the assembly of a signaling complex
leading to the recruitment of pro-apoptotic
proteases (caspases) related to the product of
the Caenorhabditis elegans death gene ced-3
(3–7).

Another member of the TNF ligand fam-
ily, named TRAIL (Apo-2L), has been iden-

tified (8), and like Fas ligand (FasL), it in-
duces rapid apoptosis in transformed cell
lines of diverse origin (8). Unlike FasL,
whose transcripts are predominantly restrict-
ed to stimulated T cells and sites of immune
privilege (for example, corneal epithelium),
TRAIL expression is detected in many nor-
mal human tissues, suggesting that TRAIL
must not be cytotoxic to most tissues in vivo
(8, 9). Given that TRAIL is a member of the
TNF ligand family and has marked pro-
apoptotic potential for transformed cells, it
was reasonable to assume that it bound a
death domain–containing member of the
TNF-receptor family. However, the inability
of TRAIL to bind TNFR-1, Fas, or the re-
cently identified death domain–containing
receptor DR3 (also called Wsl-1, Apo-3, and
TRAMP) (8, 10) suggested that TRAIL may
interact with a yet unknown member of the
TNF-receptor family.

To identify such a receptor, we searched
an expressed sequence tag (EST) database
with the death domain of TNFR-1 (Fig. 1B).
A human EST clone was initially found that
encoded a previously unidentified death do-
main. Subsequent cDNA library screening
and DNA sequence analysis led to the isola-
tion of a clone encoding an open reading
frame of 468 amino acids with features char-
acteristic of a cell surface receptor (Fig. 1A)
(11). Database searches, sequence alignment,
and hydropathy analysis revealed the encoded

protein (DR4) to be a member of the TNF-
receptor family (Fig. 1). A putative signal
peptide is present at the beginning of the
molecule (amino acids –23 to –1), with the
mature protein predicted to start at amino
acid 24 (Ala). Residues 108 to 206 contain
two cysteine-rich pseudorepeats that resemble
corresponding regions in TNFR-1 (four re-
peats), DR3 (four repeats), Fas (three repeats),
and CAR1 (two repeats) (12). Following the
transmembrane domain (amino acids 227 to
245) is an intracellular region containing a
70–amino acid stretch with significant simi-
larity to the death domains of TNFR-1, DR3,
Fas, and CAR1 (Fig. 1B). The death domain
of DR4 is 30, 29, and 28% identical to the
corresponding domains in TNFR-1, CAR1,
and DR3, respectively, but only 19% iden-
tical to the death domain of Fas. Four out of
six residues in the death domain of TNFR-1
(Arg336, Leu340, Trp367, and Ile397) (13)
that are essential for its signaling ability are
conserved in the DR4 death domain
(Arg362, Leu366, Trp392, and Ile421). Given
the presence of a death domain and its
ability to engage the death pathway (dis-
cussed below), we termed this receptor DR4
for death receptor–4.

Tissue distribution of the DR4 transcript
was examined by Northern (RNA) blot
analysis. Three major transcripts of 2.6, 4.6,
and 7.2 kb were detected in most human
tissues, including spleen, peripheral blood
leukocytes, small intestine, and thymus (Fig.
1C). DR4 expression was also found in K562
erythroleukemia cells, MCF7 breast carcino-
ma cells, and activated T cells (14).

Upon overexpression, TNFR-1, Fas, and
DR3 are activated in a ligand-independent
manner and induce apoptosis (7, 10). On the
basis of this observation, we examined wheth-
er overexpression of DR4 could similarly trig-
ger apoptosis. MCF7 human breast carcinoma
cells and 293 human embryonic kidney cells
were transiently transfected with a DR4-ex-
pressing construct. Most transfected cells un-
derwent the morphological changes charac-
teristic of apoptosis (Fig. 2, A to C). As
anticipated, deletion of the death domain
abolished the ability of DR4 to engage the
death pathway. DR4-induced apoptosis was
efficiently blocked by the caspase inhibitors
z-VAD-fmk and CrmA, implicating the in-
volvement of apical pro-apoptotic proteases
(7) (Fig. 2D). Because apoptosis induced by
TNFR-1, Fas, and DR3 is also attenuated by
these same inhibitors (7, 10), it is likely that
the downstream death effector molecules are
similar in nature.

FADD (also called MORT1) is the com-
mon intracellular adaptor molecule recruited
by Fas, TNFR-1, and DR3 to engage the
downstream death machinery (6, 10, 15). We
tested if DR4 could also use FADD to trans-
mit the death signal. We cotransfected 293
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